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Preface

Design Creativity is a challenging but core topic of study in design. It encapsulates the essence of originality of
new concepts and the evolution of our society. A simple search on the World Wide Web for “design creativity”
returns around 520,000 hits and about four thousand articles. Since the year 2000, when the Design Society was
originally established as a formal body, listed articles have grown on average of over 16% per year from just
over 700 to just under 4,000. A steady increase, year on year, of scholars and researchers focussing their interests
and publishing their findings in this fundamental and critical field of study.

These proceedings present articles of the second conference on Design Creativity (ICDC 2012), with the first
being held in Kobe, Japan (http://www.org.kobe-u.ac.jp/icdc2010/). ICDC 2012 was held on the 18th to 20th
September 2012 in Glasgow, UK. The aim of the biennial conference is to provide an international forum to
present and discuss the latest findings in the nature and potential of design creativity from both theoretical and
methodological viewpoints. ICDC is an official conference promoted by the Design Creativity Special Interest
Group (SIG) of the Design Society. The SIG was established in 2007; since then, its ambit has expanded to
include engineering design, industrial design, artificial intelligence, linguistics, and cognitive science. Along
with the SIG’s International Journal of Design Creativity and Innovation the proceedings of the conference will
form a continuing archive of the contributions to design creativity.

All papers received were blind reviewed by at least two referees drawn from an international programme
committee. They all deserve special thanks for their time, effort, pertinent comments and recommendations. 31
podium papers were accepted for final publication. The topics and themes of the conference and corresponding
proceedings included, but were not limited to the following:

e  Creativity and emotion o  Design creativity practice

e Cognition in creative design e  Creativity and innovation

e Creative design processes, methods and o  Creative design assessment and evaluation
techniques e Collaborative creativity

e  Design thinking and education

The organisers are grateful for the contributions of Strathclyde University, Scottish Engineering, Tunnocks and
Barr.

Alex Duffy and Andrew Wodehouse
University of Strathclyde

On behalf of the ICDC 2012 Organising Committee
August 2012
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DESIGN COGNITION DIFFERENCES WHEN USING STRUCTURED
AND UNSTRUCTURED CONCEPT GENERATION CREATIVITY
TECHNIQUES

J.'S. Gero', H. Jiang® and C. B. Williams®

'Krasnow Institute for Advanced Study, George Mason University, Fairfax, USA
?Division of Industrial Design, National University of Singapore, Singapore

3Dept. of Engineering Education & Dept. of Mechanical Engineering, Virgina Tech,
Blacksburg, USA

Abstract: This paper presents the results of measuring and comparing design cognition while
using different creativity techniques for concept generation in collaborative engineering
design settings. Eleven design teams, each consisted of two senior mechanical engineering
students, were given the same two design tasks, respectively using an unstructured concept
generation technique (brainstorming) and a structured technique (TRI1Z). A protocol analysis
was carried out where the designing activities were audio-visually recorded and analysed
using the FBS ontologically-based coding scheme. Preliminary results indicate that the
students’ design cognition differed when designing with different concept generation
creativity techniques. The inter-technique differences were mainly noticeable in the early
stages of designing. Specifically, designers tend to focus more on problem-related aspects of
designing, i.e., design goals and requirements, when using the structured technique of TRIZ.
Alternatively, when using the unstructured technique of brainstorming, designers focused
more on solution-related aspects of designing, i.e., a solution’s structure and behaviour.

Keywords: creativity techniques, design cognition, FBS ontology, protocol analysis

1. Introduction

The creativity of engineering product design is primarily determined in the conceptual design activity,
in which design concepts are generated to largely define fundamental characteristics of design
outcomes (French, 1999; Keinonen, 2006). Due to the importance of conceptual design, numerous
concept generation techniques have been developed to stimulate creativity in engineering design
(Cross, 2008; Smith, 1998). These creativity techniques fall into two broad categories, unstructured/
intuitive techniques and structured/logical techniques (Shah, Kulkarni, & Vargas-Hernandez, 2000).
Unstructured techniques aim to increase the flow of intuitive ideas and facilitate divergent thinking.

ICDC2012 3



Brainstorming is a well-known unstructured intuitive technique. It is a group creativity technique
developed and popularized by Alex Osborn (1963). The essential principle underlying this technique is
to remove mental blocks and increase the chance of producing creative ideas by suspending judgment
and criticism during the idea generation process. The main objective of brainstorming is to produce as
many ideas as possible. The solution space produced as a result of idea generation can be further
expanded by amalgamating and refining the ideas while judgment is still deferred.

In contrast to unstructured techniques, structured concept generation techniques provide a defined
direction for the concept generation process, e.g., applying a systematic approach to analyse functional
requirements and generate solutions based on engineering principles and/or catalogued solutions from
past experience (Moon, Ha, & Yang, 2011). TRIZ is a well-developed structured creativity technigue.
TRIZ, which is the acronym in Russian for the theory of inventive problem solving, was developed by
Genrich Altshuller (1997, 1999). Based on critical analyses of historical inventions, a set of
fundamental design principles was derived aiming to discover and eliminate technical and physical
contradictions in solutions (Silverstein, DeCarlo, & Slocum, 2007; Terninko, Zusman, & Zlotin,
1998).

The creativity techniques of brainstorming and TRIZ have both been widely applied in industry. The
research reported in this paper focuses on the effects of brainstorming and TRIZ on design cognition
when given tasks of similar levels of complexity. If a significant difference is identified, future studies
will further investigate the relationship between the cognitive differences identified here and the
creativity of design outcomes.

Compared with brainstorming, TRIZ prescribes an “abstraction” procedure of defining the
contradiction (Silverstein et al, 2007), which requires designers to formulate their generic question in
terms of requirement, function and expected behaviours. This study thus hypothesizes that designers
using the TRIZ concept generation creativity technique have a relatively higher focus on
understanding the problem than when using the brainstorming technique.

Design theories usually assume that there is “a regularity in designing that transcends any individual
or situation” (Pourmohamadi & Gero, 2011). In particular, the designing process generally
commences with an articulation of design problems before moving to the generation and evaluation of
solutions. Therefore, the second hypothesis for this study is that designer’s focus on the problem
decreases along with the progress of designing, independent of which particular concept generation
creativity technique is used.

2. Research design

This study consisted of two design experiments, performed by eleven small design teams of two
persons. Each team was given the same two design tasks, whose complexities were set at the same
level, as judged by design educators and expert designers. Participants were then asked to apply
brainstorming and TRIZ techniques respectively in these two tasks.

2.1. Participants

Twenty-two mechanical engineering students participated in this study voluntarily. They were
recruited from the first semester of a capstone design course at a large land grant university. As
seniors, the students’ prior design education was a cornerstone experience in a first-year engineering
course and a sophomore-level course that focused on exposing students to engineering design and
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design methods at an early stage of their professional development. In this capstone sequence, student
teams would work with a faculty mentor on a year-long design project. The students’ primary goal for
this first semester is to scope their given design problem, generate several potential solutions, and
select an alternative to embody during the second semester. It is in this initial semester where the
students received instruction on different concept generation creativity techniques that are explored in
this study.

2.2. Design Experiments

Before each experiment, there was a lecture elucidating and detailing one of the creativity techniques.
The brainstorming lecture covered the fundamental principles that contribute to intuitive concept
generation, e.g., delaying judgement, production for quantity rather than quality of ideas, welcoming
strange and unusual ideas, and inter-connection and cross-pollination on the basis of the generated
ideas. The TRIZ lecture focused on the concept of contradiction and a simplified TRIZ procedure.
Hardcopies of the 40 inventive principles and contradiction matrix were provided during the lecture
and design experiment.

During the experimental sessions, the students were asked to collaborate with their team members to
generate a design solution that meets the given design requirements within 45 minutes. All the design
activities (including conversations and gestures) were audio and video recorded for later analysis.

3. Ontologically-based protocol analysis

The video record of design activities were analysed by protocol analysis using an ontologically-based
protocol segmentation and coding method (Gero, 2010; Pourmohamadi & Gero, 2011).

3.1. The function-behaviour-structure ontology

The FBS ontology (Gero, 1990; Gero & Kannengiesser, 2004) models designing in terms of three
classes of ontological variables: function, behaviour, and structure. The function (F) of a designed
object is defined as its teleology; the behaviour (B) of that object is either derived (Bs) or expected
(Be) from the structure, where structure (S) represents the components of an object and their
compositional relationships. These ontological classes are augmented by requirements (R) that come
from outside the designer and description (D) that is the document of any aspect of designing, Figure
1.

6 Reformulation |

5 Documentation

R _LlEFormulation >F S D

Be =expected behaviour

Bs = behaviour derived from structure
D = design description

F = function

S = structure

Be < 4 Evaluation > BS

—> = transformation

= rison
7 Reformulation | S Sisompariso

Reformulation |

Figure 1. The FBS ontology (after Gero & Kannengiesser, 2004)
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In this ontological view, the goal of designing is to transform a set of requirements and functions into
a set of design descriptions. The transformation of one design issue into another is defined as a design
process (Gero, 2010). As a consequence, there are 8 design processes that are numbered in Figure 1.

3.2. Integration of the FBS-based coding scheme with problem-solution division

The analyses reported in this paper use an integration of the FBS ontologically-based coding scheme
with a Problem-Solution (P-S) division (Jiang, Gero & Yen, 2012). The designing process is often
viewed as constant interactions between two notional design “spaces” of the problem and the solution
(Dorst & Cross, 2001; Maher & Tang, 2003). This paper uses the P-S division to reclassify design
issues and syntactic design processes into these two categories, as presented in Table 1Table . The
FBS-based coding scheme does not specify description issues with the P-S division. Description issues
and the process of “documentation” are thus excluded in the analysis using the P-S division.

Table 1. Mapping FBS design issues & processes onto problem and solution spaces

Problem/solution Space Design Issue Syntactic Design Processes
Reasoning about Problem Requirement (R) 1 Formulation
Function (F) 7 Reformulation |1
Expected Behaviour (Be) 8 Reformulation 111
Reasoning about Solution Behaviour from Structure (Bs) 2 Synthesis
Structure (S) 3 Analysis
4 Evaluation
6 Reformulation |

Utilizing the problem-related issues/processes and solution-related ones, this paper examines the
students’ design cognition from both a meta-level view (i.e., a single-value measurement) and a
dynamic view (i.e., taking the sequential order of design issues/processes into consideration).

3.2.1. Problem-Solution index as a single value

The P-S index, which helps to characterize the overall cognitive pattern of a design session, was
calculated by computing the ratio of the total occurrences of the design issues/processes concerned
with the problem space to the sum of those related to the solution space, as shown in Equations (1) and
(2). Compared with the original measures of design issues and syntactic processes using a set of
measurements, the P-S indexes with a single value can facilitate comparisons across multiple sessions
and across sessions involving different technique usage in an effective way.

Y(Problem-—related issues) _ Y(R,F,Be)

P-S |ndex(de3|gn ISSUE) = Y (Solution—related issues) - »(Bs,S)

€]

. . __ X(Problem-related syntactic processes) _ %(1,7,8)
P-S mdex(syntactlc pI’OCGSSGS) - Y.(Solution—related syntactic processes) - ¥(2,3,4,6) (2)

3.2.2. Sequential P-S index as a time series

Designing is a dynamic process. A single-value P-S index for the entire session will collapse any time-
based changes into a single value. This paper proposes a further measurement: the sequential P-S
indexes across different sections of a design session. A fractioning technique (Gero, 2010) was used to
divide the whole design session into 10 non-overlapping deciles each with an equal number of design
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issues or syntactic processes. It then computed P-S indexes for each decile, and used a sequence of
temporally ordered P-S indexes to represent the cognitive progress during the designing process.

4. Results

4.1. Design issues and syntactic processes

After the FBS ontologically-based protocol segmentation and coding, the video records of designing
were converted into sequences of design issues and, consequently, sequences of syntactic design
processes. Due the varied lengths of design sessions, the occurrences of design issues and syntactic
processes were respectively normalized as the percentages of the total issues/processes in each session,
Figure 2.
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Design Issues Syntactic Design Processes

Figure 2. Frequency distribution of design issues and syntactic design processes (%)

Compared to the sessions using TRIZ, the brainstorming sessions have higher percentages of structure
design issues, and “analysis”, “documentation” and “reformulation I” syntactic design processes.
When using TRIZ, students’ cognition was significantly more focused on the design issues of function
and expected behaviour, and on the syntactic design processes of “formulation” and “evaluation”.
These design issues and syntactic processes are then categorized using the P-S division.

4.2. Inter-session comparisons between brainstorming and TRIZ

Comparisons of P-S indexes between brainstorming and TRIZ sessions are presented in Figure 3 and
Table 2 for the full protocol as a single activity and for each session divided into two sequential
halves. These results indicate that the TRIZ sessions had a significantly higher P-S index (in terms of
both issue index and process index) than brainstorming sessions, for the entire design session and for
the first half of the design sessions. For the second half of design sessions, though the issue index is
significantly different, the inter-technique difference (mean) was reduced from -0.66 to -0.16. Paired-
sample t-test shows that there was no statistically significant difference in terms of the two syntactic
process indexes in the second half of design sessions’ protocols, t(9)=-0.195, p>0.05.
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0.00 - .
full
protocol

H Brainstorming
{ TRIZ

B o

first half second half

P-S Index

i e

first half second half

i 1
full
protocol

Issue Index Process Index

Figure 3. Comparison of P-S indexes between brainstorming and TRIZ sessions

Table 1. Comparison of P-S indexes between brainstorming and TRIZ

Design Issue Index Syntactic Process Index

Fractioned

protocols

Brainstorming

TRIZ

Comparison

Brainstorming

TRIZ

Comparison

Mean (SD)

Mean (SD)

t-score | p value

Mean (SD)

Mean (SD)

t-score | p value

Full protocol

0.192 (0.049)

0.526 (0.206)

-4.892 [ 0.001™

0.144 (0.060)

0.230 (0.063)

-3.441 | 0.009™

First half

0.251 (0.085)

0.877 (0.385)

-4.704 | 0.002""

0.177 (0.069)

0.377 (0.147)

-4.267 | 0.003™

Second half

0.140 (0.040)

0.285 (0.146)

-3.252 | 0.012"

0.111 (0.058)

0.114 (0.045)

-0.195 | 0.850

*p<0.05, ** p<0.01, *** p<0.005

4.3. Dynamics of design cognition

The dynamics of design cognition are examined using two analytic methods. Single-value P-S indexes
are compared between the first and second halves of design sessions for each concept generation
techniques via paired-sample t-tests. The nuances of designing dynamics are then illustrated by
sequential P-S indexes over time.

Table 2. Intra-session comparison of P-S indexes

Creativity P-S Inde First half Second half Within-session comparison
. - X
Technique Mean (SD) Mean (SD) t-score p value
. . Issue Index 0.251 (0.085) | 0.140 (0.040) 4.100 0.003"
Brainstorming -
Process Index | 0.177 (0.069) | 0.111 (0.058) 4,323 0.002

TRIZ Issue Index | 0.877 (0.385) | 0.285 (0.146) 6.022 0.000”
Process Index | 0.377 (0.147) | 0.114 (0.045) 6.485 0.000™

* p<0.005, ** p<0.001

4.3.1. Intra-session Comparisons between First and Second Halves

Intra-session comparisons of the P-S indexes between the first and second halves of design sessions
are presented in Table 3. They indicate that, regardless of the concept generation technique employed
and the measurements of issue/process index, the first half of the design sessions have a significantly
higher P-S index than the second half of the design sessions.

4.3.2. Sequential P-S Index over Time

ICDC2012 8



The intra-session differences of design cognition are further explored using sequential P-S indexes that
divide the entire design session into 10 successive non-overlapping sections, i.e., into deciles. Design
cognition here is measured by both a sequential issue index, Figure 4, and by a sequential process
index, Figure 5. Both figures showed a decreasing trend across the design sessions for both
measurements. The TRIZ session had a relatively larger decreasing rate, as it started with a greater
focus on the problem than the brainstorming session did.

1.50 ~
1.25 -
1.00 -

Brainstorming

0.75 -
TRIZ

P-S Index
(design issues)

0.50 -
0.25 -

O-OO T T T T T T T T T 1
1 2 3 4 5 6 7 8 9 10

Decile

Figure 4. Sequential issue index in ten sections of design protocols

Comparing sequential P-S indexes between the brainstorming and TRIZ sessions, the inter-session
differences were mainly in the early stages of designing. In the first 4 deciles, the TRIZ sessions’ P-S
indexes (both in issue index and process index) were more than twice the index values in the
brainstorming session. In the last two deciles of design sessions, there were no statistically differences
found in terms of either issue index or process index.

090 -

0.75 -

0.60

045 | Brainstorming
TRIZ

0.30 A
015 -

P-5 Index
(s yniactic processes)

0.00 T T T r r r . r r )
1 2 3 4 bl 4 7 8 9 10
Decile

Figure 5. Sequential process index in ten sections of design protocols

5. Discussion & conclusion

This paper examines the effects of unstructured/intuitive and structured/logical concept generation
creativity techniques on the design cognition of senior students in a collaborative engineering design
setting. The analyses and discussions are undertaken in response to the two hypotheses presented in
the Introduction.

(1) designers using the structured creativity technique of TRIZ have a relatively higher focus on
the problem than when using the unstructured technique of brainstorming, and

(2) designers commence with a relatively higher focus on the problem and this focus decreases as
the design session progresses, independent of which particular creativity technique is used.
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5.1. Designing with TRIZ is more focused on problem than brainstorming

Results from this experiment provide evidentiary support for the first hypothesis that students spent
more cognitive effort reasoning about design problems when using the structured concept generation
technique of TRIZ than they did when using the unstructured brainstorming technique. This applied to
almost the entire design session for the P-S design issue index and to the first half of the design
session for the P-S design process index, Figure 3. This qualitative assessment is confirmed with
paired-samples t-tests applied in the protocols of the entire design sessions, as well as those of the two
halves of the design session, Table 2. Statistical results confirm that statistically significant differences
occur between the brainstorming and TRIZ sessions in terms of overall issue and process indexes
characterising the entire design session.

The fractioning technique further indicated that the cognitive differences between the two creativity
techniques were primarily observed in the early stages of designing, Figures 4 and 5. It suggests that
using brainstorming and TRIZ may mainly affect the students’ design cognition during the initial
problem framing and concept generation phases of designing, and that they have relatively less
influence on their design cognition related to the further development of design concepts.

This cognitive difference corresponds with the manner in which the two concept generation creativity
techniques are formalized. In order to use the TRIZ and its 40 inventive principles and contradiction
matrix, a designer must first formulate the design problem into an abstract contradiction. This explicit,
structured instruction requires students to engage in cognitive exercises pertaining to the requirement,
function and expected behaviour of the design problem. Brainstorming, in comparison, offers no
structured direction for the designer, thus students tended to jump straight to activities related to
solutions without fully scoping the design problem.

5.2. Focus on the problem decreases while designing progresses

The second hypothesis concerning the independence of overall design behaviour from any particular
concept generation creativity techniques employed, i.e., a “regularity” of designing, was qualitatively
shown with the line charts of the sequential P-S indexes in Figures 4 and 5, and statistically validated
by the intra-session comparison of the P-S indexes between the two halves of design sessions, Table 3.
Figures 4 and 5 both show the decreasing slopes against the ascending order of decile number.
Irrespective of which particular creativity technique is used, the issue index and process index
measured in the first half of design sessions’ protocols were significantly larger than those in the
second half of the design sessions’ protocols as presented in Table 3, providing evidentiary support for
the hypothesis. As both concept generation creativity techniques are oriented towards the goal of
generating a solution to the design task, it is not surprising that a design team’s cognition is more
focused on structure issues towards the end of the designing process.

5.3. Conclusion and future research

This paper compares senior mechanical engineering students’ design cognition when designing with
two concept generation creativity techniques of brainstorming and TRIZ. The protocol analysis used
two novel measurements on the basis of an integration of the FBS ontologically-based coding scheme
with a P-S division. Preliminary results indicate that using different concept generation creativity
techniques may induce different behaviours in designers, and the technique-specific differences are
within an overall “regularity” of designing. Specifically, designers using the structured technique of
TRIZ tend to focus more on the problem-related aspects of designing than when using the unstructured
technique of brainstorming.
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The next step of this study aims to assess how using different concept generation techniques affects
the creativity of design outcomes, as well as whether the cognitive differences are correlated to the
creativity difference of design outcomes.

Understanding and measuring the design cognition of students and designers as they utilize different
concept generation techniques provides a foundation for educational interventions that target desired
behaviours.

The findings of this paper are limited by the sample size of this study and the specifics related to the
research setting. Confirmative studies with a larger sample size, as well as including other types of
designers, are needed to generalize the influence of brainstorming and TRIZ on design cognition. It
requires examining more concept generation creativity techniques in order to generalize the findings
beyond brainstorming and TRIZ techniques to other unstructured and structured techniques.
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CREATIVE PROCESSES IN GROUPS — RELATING
COMMUNICATION, COGNITIVE PROCESSES AND
SOLUTION IDEAS
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Institute of Product Development, Technische Universitdt Minchen, Munich, Germany

Abstract: In technical product development group creativity sessions are performed to
develop new and unobvious solution ideas. Different factors, e.g. creativity methods,
influence the creative process and consequently the created solution ideas. The analysis of the
communication within the group in addition to the evaluation of the solution ideas provides a
deeper understanding of the impact of these influencing factors. In this work, we develop an
approach to analyse the communication process in group creativity sessions. We relate
communication elements to cognitive effects such as production blocking known from
psychology research. This approach allows for the detailed analysis of the development of
solution ideas — from their emergence to their documentation or rejection.

Keywords: creative process, solution search, communication

1. Introduction

Creativity plays an important role for solving tasks and problems in daily life. Correspondingly, in
technical product development, engineers also ask for creativity to solve problems. Particularly for the
phase of generating solution ideas, a number of methods and recommendations to increase creativity
exist. One controversial recommendation is to perform group creativity sessions to combine the
individuals’ knowledge for creating “better” solutions (Lindemann 2009, Nijstad & Stroebe 2006, Pahl
et al. 2007).

Figure 1shows a model of the creative process in group creativity sessions. Several participants of the
group creativity session develop solution ideas based on their previous knowledge and cognitive
processes. They communicate these ideas to the other participants. The communication has an
influence on the participants’ cognitive processes and the development of the solution ideas.
Additionally, influence factors such as methods, the composition of the group etc. have an impact on
the development of solution ideas. With regards to the documentation of solution ideas, we observed
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in previous work that groups given the instruction to document all solution ideas, did not document
about 50% of the communicated solutions ideas (Hashemi Farzaneh et al. 2012).

Influence
factors

creative process

Influence
factors
solution

ideas
cognitive

knowledge
process ’-‘

solution

solution ideas
‘ ideas
cognitive

knowledge documented
RIGEESS communication solution

ideas
Solutlon
% ‘ ideas
knowledge cognitive CD

process
undocumented
solution ideas

Figure 1. The creative process in group creativity sessions

In order to evaluate the impact of influence factors, the creative process can be regarded in addition to
the developed solution ideas. In the creative process, the cognitive processes remain invisible to the
observer. However, Stempfle & Badke-Schaub (2002) state, “communication provides a prime access
to the thinking and problem-solving process of the design team ”.

Therefore, this work focusses on the analysis of the communication in group creativity sessions in
order to integrate the developed solution ideas into the context of the creative process. By this means,
the development of specific solution ideas can be regarded in detail, from the emergence to the
documentation or rejection.

To start with, we give an overview of literature on the creative process in groups in the disciplines of
psychology and in technical product development. Then, we introduce an approach to break protocols
of verbal communication into communication elements and to relate them to cognitive effects. As an
example, we analyse the communication involving one solution idea in detail.

2. Literature review: analysis of the creative process

Analysing and understanding the creative process is a research field that has been regarded from
multiple perspectives according to different areas of research. However, Cross (2001) reviewed
protocol studies of design processes in different disciplines and found “a number of striking
similarities”. He identifies problem framing, co-evolution and conceptual bridging as distinctive
characteristics related to the generation of creative solutions (Cross 2001).

In this section, we start with an overview on psychology research relevant to understand basic
cognitive effects that influence creative processes. Then, we focus on the technical product
development perspective.

2.1 Psychology

In psychology, researchers have closely observed and analysed creative processes, particularly in
laboratory experiments. With regards to group creativity, several cognitive effects have been identified
which influence the creativity of the participants of the group negatively.
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One of the negative cognitive effects is social inhibition (also called evaluation apprehension) (Diehl
& Stroebe 1987), the fear of the participants that their idea will be considered unfavourably by the
others.

Social loafing and matching are negative cognitive effects attributed to the individual participant’s
tendency to reduce the efforts in a group. Social loafing (also called free riding) describes the
reduction of productivity because the individual participant is not held responsible for the creative
output of the group (Diehl & Stroebe 1987). Social matching is the adaption to the least productive
participant of the group creativity session (Paulus & Dzindolet 1993).

Another negative cognitive effect is production blocking which is explained by the fact that
participants of a group creativity session cannot express their idea when it occurs to them. Instead,
they have to wait for their turn to speak and are detracted by the other participants’ ideas (Gallupe et
al. 1991, Diehl & Stroebe 1987). Nijstad and Stroebe (2006) explain production blocking by stating
that only one idea at a time can be processed in the individual participant’s working memory which is
“forgotten” as soon as he or she is distracted. Production blocking is considered to be particularly
relevant for unsuccessful brainstorming (Nijstad and Stroebe, 2006). Methods such as electronic
brainstorming or brainwriting that allow participants to document their ideas continuously have been
developed to prevent production blocking (Gallupe et al. 1991).

2.2 Technical product development

As in technical product development “creative” solutions search is often recommended to solve
technical tasks, the complexity of the tasks plays an important role. To that effect, Shah & Vargas-
Hernandez (2003) state that the evaluation of the creativity process as a cognitive process is
complicated by the fact that cognitive models developed by psychologist are based on relatively
simple laboratory experiments and not on experiments with technical tasks. Therefore, in technical
product development a number of studies focus on the evaluation of the documented ideas, solutions
or products (Shah & Vargas-Hernandez 2003). Still, a number of researchers regard the
(undocumented) solution ideas which are developed during the creative process. For example,
Srinivasan & Chakrabarti (2010) regarded individual designers and include their utterances asking
them to “think aloud” for the assessment of the novelty of concepts at various levels of abstraction.
Hashemi Farzaneh et al. (2012) analysed group creativity sessions by considering all solutions
mentioned by the participants.

In addition to the research centred on solution ideas, there is a research focus on product development
or design process models and their stages. The creative process can be analysed and mapped to the
stages of different process models. Stempfle & Badke-Schaub (2002) examined group creativity
sessions identifying four basic proposed cognitive operations generation, exploration, comparison and
selection and map them to design process stages. Gero et al. (2011) developed a software tool to
assign verbal communication in group creativity sessions to elements of the design process. As an
outcome, these researchers regard the amount of time spent on specific stages of the process which
allows for conclusions on the validity of the product development or design processes for real group
creativity processes.

3. Communication elements and cognitive effects in creativity sessions

In technical product development, one research focus is the development of metrics to evaluate the
creativity of the solution ideas generated in creativity sessions (Shah & Vargas-Hernandez 2003,
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Sarkar & Chakrabarti 2011). As described in section 2.2, another research focus is the creative process
in group creativity sessions (Stempfle &Badke-Schaub 2002, Gero 2011).

To assess the impact of different factors on group creativity sessions, the analysis of the creative
process in addition to the analysis of the solution ideas allow for a more detailed assessment.
Particularly interesting are two questions:

e Which processes in creativity sessions lead to creative solution ideas?
e  What triggers groups to document some of these ideas and to “forget” others?

To answer these questions, the evaluation of the creativity of solution ideas has to be combined with
an analysis of the creative process. As shown in Figure 1, the creative process includes the cognitive
processes of the individual participants of the creativity sessions and the communication. As we can
only observe the communication, we have to relate it to cognitive processes for a better understanding
of the overall creative process.

The goal of this work is to develop an approach to analyse the communication of group creativity
sessions and relate it to cognitive processes. Figure 2 illustrates the approach. In a first step, the verbal
communication is divided into elements el; to el,. These communication elements are assigned to
several cognitive effects ef; to ef, known from psychology research described in section 2.1. In a next
step, the development of solution ideas s; to s, can be regarded. We can analyse which communication
elements and cognitive effects act on the development of a solution idea from its emergence until the
documentation or its rejection. This is done exemplarily for a documented solution idea in section 4.

e ———

, ~
¥ 4 AT L]
communication| fel, el, el Sy S2 .. Sn
level NN !
AN 2’
~ 4

cognitive
level

Figure 2. “Mapping” of solution ideas to communication processes

3.1 Communication elements

To analyse the communication process recorded in protocols, we define communication elements, i.e.
utterances about a certain topic. On the basis of Stempfle & Badke-Schaub (2002), process-related
elements and content-related elements are defined. In groups, organisation-related communication is
necessary to organise the group process. An example is the assignment of tasks to specific participants
of the creativity session. The organisation-related communication can be divided into elements such as
planning, analysis, evaluation, decision and control (Stempfle & Badke-Schaub 2002). We define
content-related elements according to the Munich Procedure Model (Lindemann 2009) into goal
analysis, goal planning, task structuring, generate solution ideas, properties assessment, decision
making and ensuring goal achievement. For completeness, these elements include all stages of the
technical process development. Despite this, the assumption is that in a group creativity session for
generating solution ideas, the focus of the communication is mostly on the first elements and not on
decision making and ensuring goal achievement.

To allow for a more detailed analysis of the generation of solution ideas, we further divide the element
generating solution ideas. Following Nijstad and Stroebe (2006), when a succession of ideas are
generated, they can be in one ore different “categories”. In a cognitive process, two ideas from one
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category are based on the same image in the working memory of an individual; a change of category is
equivalent to the activation of a new image in the working memory. It is not possible to observe the
cognitive process, but it is possible to identify ideas of one category by their semantic relation in the
communication (Nijstad and Stroebe, 2006).

The following elements are used for the generation of solution ideas:

e solution idea — new category: a solution idea which is in another semantic category than the
previous idea

e solution idea — variation: a solution idea which is semantically related to the previous idea
(same category) and represents a variation of the idea

o solution idea — concretization: a concretization of the previous solution idea (same category)

o solution idea — expansion of the scope: an expansion of the scope of the previous solution idea
(same category)

e solution idea — repetition: a repetition of a solution idea that has been developed previously

o classification of solution ideas: one or several solution ideas are classified, i.e. put into
context, in relation to other solution ideas

As the positive, negative statements and questions for the properties assessment of the solution ideas
are critical for the group’s decision to document them, this communication element is further divided
into:

e positive statements/ questions
e neutral statements/ questions
e negative statements/ questions

A verbal communication contains utterances that are neither process- nor content-related. An example
is the replication of another participant’s statement or jokes and laughter. We use the communication
elements replication, jokes and laughter and other verbal communication, i.e. all utterances that
cannot be assigned to any of the other elements. Documentation is added as an element, to explain the
participants’ actions such as sketching even though this is no verbal communication.

3.2 Cognitive effects

As explained in section 2.1 a number of cognitive effects have been identified in psychological
research. In laboratory experiments, researchers have shown that particularly the cognitive effects
social inhibition, social loafing and production blocking diminish the number of solution ideas
generated by groups that use creativity methods such as brainstorming (Nijstad and Stroebe, 2006).
Therefore, we choose these three cognitive effects as examples and relate them to communication
elements. We depict the relation on excerpts of protocols from a group creativity session.

This group creativity session was performed with three mechanical engineering students (different
semesters, age: 20-25, no personal relationships). The task was to “design a way that allows people
parking and leaving their bike secured”. The students were asked to generate as many solution ideas
as possible and to document them by means of sketches with textual descriptions. The duration of the
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creativity session was thirty minutes. The students were not asked to follow a specific procedure or to
use a creativity method.

3.2.1 Social loafing

Social loafing can be recognised in a creativity session if one or several participants do not contribute
solution ideas for a noticeable period of time or if they do not participate at all in the discussion. In
relation to communication elements this corresponds to

e a period of time in which a participant does not make utterances belonging to the
communication elements solution idea - new category, - variation, — concretization, —
expansion of the scope

e aperiod of time in which a participant does not make any utterances

The excerpt depicted in Figure 3 shows an example of participants not making any utterances. Two
participants of the creativity session observed the third participant sketching a solution idea and agreed
that they would not sketch an idea (communication element planning). This resulted in a delay of
20 seconds, in which both of them remained passive before one of them started talking about a
solution idea that had been mentioned before.

time [min:sec]
118:40 ‘18:45 ‘ ‘19:00
A: ,Should we )

planning also sketch C: waves aside
something?* (dismissively)

solution idea - A, C:

repetition break

documentation

\[ B: sketching

Figure 3. Social loafing (A: participant A, B: participant B, C: participant C)

3.2.2 Social inhibition

Social inhibition is triggered by the fear of participants that their ideas will be judged negatively by the
other participants. This cannot explicitly be observed in the communication elements, because in most
cases the participants do not express this feeling. Still, if their fear is confirmed by negative criticism
as shown in Figure 4, this can increase social inhibition. In this excerpt, participant C suggested to
spray tear gas, a solution idea in a new category. The solution idea is immediately criticised by both
other participants. Negative criticism corresponds to

e utterances belonging to the communication element negative statements/ questions

¢ the communication element jokes and laughter

time [min:sec]

comm. \ \
- 10:40 :
solution idea — | C:“spray

new category tear gas”

negative
comment/
question

B:*Yes, but*

tear gas*”

Figure 4. Social inhibition (A: participant A, B: participant B, C: participant C)
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3.2.3 Production blocking

Production blocking means that the participants do not mention all solution ideas they have because
they are distracted when they are waiting for their time to speak. This cognitive effect is explicit when
several participants mention semantically different ideas in a short period of time as shown in Figure
5: Participant C suggests one solution idea and participant B suggests a semantically different solution
idea. Then participant C “jumps” to one more semantically different solution idea. This solution idea
is then pursued and concretized by participant B. Both previous solution ideas are “forgotten”.

Another example of production blocking is that one participant concentrates on one aspect of a
solution idea and is “interrupted” by a participant who broadens the idea or inversely. As to the
communication elements, this corresponds to

e many utterances belonging to the element solution idea — new category in a short period of
time.

e change from the element solution idea — concretisation to solution idea — expansion of the
scope or inversely.

comm.—lime [min:sec] | ‘ ‘
element ‘\9:40 19:45 9:50 9:55 10:00
C:“an electric )(B:“Or a bike that }(C:“or control via

solution idea - . . .
immobiliser locks itself, a lock [ltracking...a tracking
new category > ) :
system somehow device with an alarm
integrated...” signal when it is moved”

solution idea - |
concretization ‘

pos. comment/ |

question ‘

neutral A: | think this

comment/ | DESEUCEL)S

question ‘ | ‘ ‘ ‘

Figure 5. Production blocking (A: participant A, B: participant B, C: participant C)

4. Detailed analysis of the development of a solution idea

In this section, the communication with regards to the solution idea throw-lock is shown exemplarily.
This solution idea was documented in a sketch with textual descriptions. Examples for undocumented
solution ideas can be taken from Figure 4 (tear gas) and Figure 5 (e.g. electric immobiliser system). To
start with, we explain the solution as it was documented in the group creativity session: It is described
by the group as a lock consisting of a steel cable and two magnets. The lock can be “thrown” at the
bike and the object to which the bike should be fixed. The magnet force actuates as a locking
mechanism. The group stated that the difficulty of this solution idea is the opening mechanism. Based
on the initial questions, we examine the process of the solution idea’s emergence and development
until its documentation in a sketch. Figure 6 depicts the communication elements involving the
solution idea. The communication elements include the following utterances:

Participant B mentioned in minute 11 throwing a device. After other utterances, he mentions the idea
of the throw-lock in minute 13. Participant A varies the idea by suggesting throwing the bike
somewhere. Participant B gives positive feedback to this, but he returns to his initial idea when
participant C asks about the functionality. Participant B explains it by referring to bracelets with a
bistable functionality that “snaps” around the arms. Subsequently he passes on to other solution ideas.
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In minute 22, he sketches the solution idea despite the negative questions of participant A and the joke
of participant B.

time [min:sec]

comm.
110:35 10:40 ....| 12:15 ... | 22:50

element
solution idea -
new category

B:"Some- |«
thing to just
throw in*

B:*There are tents that open

when you throw them on the
ground, now just a throw-lock*
solution idea — A:,you take the
variation bike, throw it
somewhere*

solution} ide_a - B: explains* B: explains* B: ,,Tha_t c_ioesn‘t _rnatte_
concretization now, it is just an idea, i
will work with a key*

positive B:“that would be
comment/ igood, I've thought
question about it as well*
neutral
comment/
question
negative A: , the ques- A: the ques-
comment/ .

question

jokes and C: laughing C:“melting”
laughter
B: writing [ B: sketching throw-lock
| [ ]

*: “It has to be secured somehow. Do you know these bracelets? They are curved and you can snap them around your arm. They stay like this until you open them with your finger or like this. You snap
them on your bike.” (gestures with his hands)

solution idea -
repetion

docu-
mentation

**: “There are two ends that join each other. You throw it; it wraps itself around the bike.” (points at the sketch)

Figure 6. Solution idea casting lock (A: participant A, B: participant B, C: participant C)

The analysis of the process of this solution idea’s development shows its emergence out of the image
of throwing that participant B has in his mind. This image and the analogies to other products (tent,
wristlet) endure the emergence and development of solution ideas in new categories so that
participant®B continues developing it afterwards. Participant B is so convinced of this solution idea
that he sketches it even though the other participants express their criticism with utterances belonging
to the communication elements negative comment/ question and jokes and laughter.

In conclusion, this example shows that the participants of creativity sessions can pursue solution ideas
despite the impact of the communication element solution ideas — new category. This does not
necessarily distract the participants from one idea and cause the cognitive effect production blocking.
In addition, utterances of the communication element negative comments/ questions do not inevitably
trigger the cognitive effect social inhibition.

5. Discussion

The analysis of communication in group creativity sessions allows for several observations: To start
with, the communication elements were defined according to process elements concerning the
organisation of the group and content. We observed that not all of the defined communication
elements were used by the observed groups. The duration of the creativity sessions (30 minutes) can
be a limiting factor at this point. As to the cognitive effects, three negative cognitive effects were
taken as examples and related to communication elements by the authors. There are a number of other,
positive and negative cognitive effects which can also be regarded. In addition, the analysis performed
in section 4 shows that the communication elements associated with certain cognitive effects do not
necessarily trigger these cognitive effects: This does not prove that there is no relation between
cognitive effects and elements, it depicts that there is no causal relation.
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6. Conclusion and outlook

In this work, we analyse communication in group creativity sessions performed for solution search.
We fragment the communication into utterances and assign them to communication elements
depending on their topic. These communication elements are then related to cognitive effects such as
production blocking. Communication elements and cognitive effects can positively or negatively
affect the development of solution ideas. With this approach, a specific solution idea can be set into
the context of the creative process so that the emergence, development or rejection of the solution idea
can be analysed. This research provides a number of starting point for future work:

More cognitive effects can be regarded, especially positive cognitive effects. As to relating utterances,
communication elements and cognitive effects, the inclusion of more evaluators in addition to the
authors can give a broader view. Then, the analysis of the communication can be related to the
evaluation of the solution ideas. Specific solution ideas evaluated as creative or not, can be regarded in
detail. Referring to the questions asked at the beginning of section 3, we can detect the communication
elements and cognitive effects preceding and possibly triggering their creation. Then, the influence of
communication elements and cognitive effects on the process of developing or changing the solution
idea can be regarded. We can analyse which communication elements and cognitive effects have an
impact on the documentation or the rejection of the idea.

As a next step, the influence factors depicted in Figure 1 can be analysed, such as the creativity
methods recommended in technical product development: How do they influence the communication
and its elements? Which cognitive effects do they trigger? How is the development of solution ideas
influenced? This approach supports a more differentiated view on influence factors such as creativity
methods and can help to improve them.
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Abstract: Design fixation is a major concern in engineering idea generation because it
restricts the solution space in which designers search for their ideas. For designers to be more
creative, it is essential to mitigate fixation. The majority of studies investigate the role of
pictorial stimuli in design fixation. The role of examples presented in other formats, including
physical prototypes, is largely unknown. This paper presents a study that compares design
fixation, in novice designers, caused by pictorial and physical representations. The effects of
defixating materials are also investigated. The results show that both formats cause the same
magnitude of fixation; however, participants utilizing physical examples produce a greater
quantity of complete ideas. The defixation materials do not facilitate novice designers’
mitigation of their fixation.

Keywords: Design Fixation, Examples, Idea Generation, Physical Representations

1. Introduction

Design fixation has been a subject of concern in engineering design research. It can be defined as a
blind, counter-productive adherence to a designer’s own initial ideas and example solution features
(Jansson and Smith, 1991). This confines the solution space where designers look for their ideas,
decreasing creativity. Most of the fixation investigations involve pictorial stimuli (Jansson and Smith,
1991; Chrysikou and Weisberg, 2005; Purcell and Gero, 1996; Linsey, et al., 2010). These
investigations show that both experts and novices can fixate in the presence of pictorial examples. The
effects of examples presented in other formats, especially three-dimensional physical models, are not
well understood. In more realistic design situations, the examples from a designer’s physical world can
influence idea generation. In fact, most of these systems are three-dimensional and can act as idea
generation physical examples. The fixation aspects of such examples need to be studied in detail. The
difference in the capability of these representations in conveying relevant information also remains
unknown. In the end, the study presented in this paper aims to clarify these issues.
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This study seeks to compare design fixation caused by pictorial and physical examples. The authors
hypothesize that physical examples can cause the same level of design fixation as pictorial examples.
A controlled, between-subject experiment evaluates this claim. The subsequent sections in this paper
present a brief background, the experimental method, relevant results, further discussion and the final
conclusions.

2. Background

Examples are useful in engineering idea generation because they help designers identify new solutions
via analogical reasoning. Analogical reasoning is considered a very powerful tool to invoke designer
creativity (Pahl and Beitz, 2003). In this process the most challenging task is the identification of
source analogy (Alterman, 1988; Markman, 1997). Numerous research efforts in the literature attempt
to simplify the identification of source analogies (Linsey, et al., 2012; Chakrabarti, et al., 2005; Nagel,
et al., 2008; Sarkar, et al., 2008). When designers receive examples, the examples act as source
analogies, eliminating that difficult step. Unfortunately, analogies from domains very close to the
design problem can fixate designers (Dugosh and Paulus, 2005; Perttula and Sipil&, 2007).

A number of studies show that, when designers are given example solutions, they fixate (Jansson and
Smith, 1991; Chrysikou and Weisberg, 2005; Purcell and Gero, 1996; Linsey, et al., 2010). Jansson
and Smith show that when designers receive examples, they blindly copy features even if those
features violate the problem requirements. As a follow-up, Purcell and Gero (Purcell and Gero, 1996)
show that industrial designers fixate less to examples compared to mechanical engineers. Linsey et al.
(Linsey, et al., 2010) find that even experts with years of experience solving open-ended design
problems fixate to examples. Interestingly, these experts can successfully mitigate their fixation via
the use of alternate representations of the design problem. A majority of these studies use hand
sketches to present their examples. Complimenting these efforts, Cardoso et al. (Cardoso, et al., 2009)
use richer pictorial stimuli, in the form of photographs, in their study. Ultimately, they observe that the
photographic format fixates designers to the same extent as hand sketches. Efforts to replicate these
results with higher fidelity representations, including three-dimensional virtual models and physical
models, are scarce.

Based upon the background literature, the following hypothesis is formulated and further investigated
in this paper:

Hypothesis: Designers fixate to both pictorial and physical examples to the same extent.

The following sections present a controlled experiment investigating this hypothesis along with the
key results and a discussion of these results.

3. Method

A between-subject experiment with novice participants was conducted to investigate the hypothesis.
This experiment was designed based upon the prior experiments by Linsey et al. (Linsey, et al., 2010)
and Viswanathan and Linsey (Viswanathan and Linsey, 2012; 2011a). Participants generated ideas to
solve a design problem in four different groups: No Example Group, Pictorial Example Group,
Physical Example Group and Physical Example Defixation Group. In each group, the participants
solved the same design problem. The occurrence of example features in their solutions was studied to
identify the extent of their fixation to the example.

All the participants solved a “peanut sheller” design problem (Linsey, et al., 2010; Linsey, et al., 2012;
Linsey, et al., 2011). This problem asked participants to generate as many ideas as possible for a
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device that can quickly and efficiently shell peanuts without the use of electricity and with minimum
damage to the peanuts. None of the participants were familiar with the design problem before the
experiment; but they all had experienced the routine task of shelling peanuts.

The four experiment groups differed in both the type of additional materials provided and the manner
in which the example was presented. The No Example Group received only the design problem
statement and no supplemental material. The Pictorial Example Group received an example solution,
in the pictorial form, as shown in Figure 1, along with a short description. The description detailed the
operation of the example solution. The exact statement was the following: “This system uses a gas
powered press to crush the peanut shell. The shell and peanut then fall into a collection bin”. The
Physical Example Group received the same example solution in the form of a physical model (Figure
1Figure ). This physical model was not functional; but the participants were not informed of this. They
were told that it could function with a gas powered motor. The Physical Example Defixation Group
received the same physical model and the defixation materials used in prior experiments (Linsey, et
al., 2010; Viswanathan and Linsey, 2012; 2011a). The defixation materials consisted of a brief
functional description of the problem along with some back of the envelope calculations, lists of
energy sources and analogies that could help solve the problem. These defixation materials were
effective in mitigating design fixation in experts (Linsey, et al., 2010), but not in novices
(Viswanathan and Linsey, 2012; 2011a).

Gas-Powered Press

Collection Bin |

Figure 1. Pictorial example given to the Pictorial Example Group (left) and physical example
provided to the Physical Example and Physical Example Defixation groups (right).

Senior undergraduate and graduate students from the Mechanical Engineering Department at Texas
A&M University participated in this study. There were a total of 29 participants (21 undergraduate
students and 8 graduate students). Six were in the No Example Group, seven in the Pictorial Example
Group and eight each in the remaining two groups. The graduate students were equally distributed
across the conditions. Six participants were female, and the average age of the participants was 23.
None of the participants possessed more than six months of industrial design experience.

As the participants entered the experiment room, they were directed to their workspaces. Up to four
students participated at a time, and their workspaces were separated by dividers. As the experiment
began, they received the design problem statement along with the appropriate supplemental materials
as determined by their experimental group. They were given five minutes to read and understand the
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design problem. The participants utilizing the physical example were also allowed to inspect it. The
physical model was displayed on a table in front of them. These five minutes were followed by a 45
minute idea generation. They were instructed to generate as many ideas as possible. To encourage
their participation, they were told that the participant with greatest number of solutions would receive
a prize. To ease logistics, this prize was given to all participants, but the participants did not know this
prior to the experiment. The examples were available to the participants throughout the session. The
participants were asked to sketch their ideas and supplement those sketches with labels and short
descriptions of each part. At the end of the experiment, a survey asked the participants about their
prior exposure to the design problem and any relevant industrial experience.

4. Metrics for evaluation

To measure fixation, five metric are used: number of repeated example features, percentage of reused
example features, quantity of non-redundant ideas, number of ideas for energy sources and percentage
of ideas using a gas engine. These metrics are employed by Linsey et al. (Linsey, et al., 2010) in their
study on fixation and its mitigation in experts. The number of times example features appear in a
participant’s solution is counted. To ensure reliability, a second independent reviewer blind to the
experimental conditions analyzes 52% of the data. An inter-rater agreement of 0.95 (Pearson’s
correlation) is obtained for this metric. This high value indicates that the metric is reliable. Another
metric involves the percentage of features reused from example. This is calculated as the ratio of the
number of utilized example features to the total number of ideas within each example solution. An
inter-rater agreement of 0.86 is obtained for this metric, showing that the metric is reliable.

Building from the procedure proposed by Shah et al. (2000), the quantity of non-redundant ideas
metric was developed by Linsey et al. (2011). For this experiment, an “idea” is defined as a
component that solves at least one function in the functional basis (Stone and Wood, 2000). A non-
redundant idea is a unique, non-repeated idea not present in the example. Even when participants do
not see the example, the ideas from the example are also counted to find the number of non-redundant
ideas. The quantity of non-redundant ideas is calculated by a functional break down of all solutions.
Also, the authors obtain an inter-rater agreement, a Pearson’s correlation of 0.87, showing that this
measure is reliable.

Two metrics measure the level of fixation to the example energy source: the number of energy source
ideas in each participant’s solutions and the percentage of solutions utilizing gas power. To calculate
the percentage of solutions using gas power the authors take the ratio of the number of solutions using
gas power to the total number of solutions generated by that same participant. Inter-rater reliability
scores of 0.88, for the number of energy source ideas and 0.89, for the percentage of ideas utilizing a
gas engine, are obtained. Said scores indicate that the measures are reliable.

5. Results

5.1. Number of Repeated Example Features and Percentage of Reused Example Features

The results from the number of repeated example features and the percentage of reused example
features indicate that the three groups with examples fixate to the example features (Figure 2).
Compared to the No Example Group, all other groups replicate more example features. Since the
example contains common solutions to the requisite functions, the No Example Group utilizes some
example features in their ideas. Still, the level of utilization is relatively small compared to the other
groups. A one-way ANOVA indicates that the mean number of repeated example features varies
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significantly across the conditions (F(4,25) = 3.38, p<0.03). Pair-wise a-priori comparisons show that
the No Example Group generates significantly fewer example features compared to all other groups
(No Example vs. Pictorial Example: p<0.08; No Example vs. Physical Example: p<0.001; No
Example vs. Physical Defixation: p<0.04). As expected, all other pair-wise comparisons are not
statistically significant. The percentage of reused example features follows the same trend (Figure 2).
Across the conditions, the data shows an overall significant difference (using one-way ANOVA:
F(4,25) = 5.92, p<0.001); moreover, a lower percentage exists in the No Example Group as compared
to the other groups (No Example vs. Pictorial Example: p<0.001; No Example vs. Physical Example:
p<0.001; No Example vs. Physical Defixation: p<0.01).

These results strongly support the hypothesis. Examples in both the pictorial and the physical model
formats fixate participants. The mean number of repeated example features is slightly higher for the
Physical Example Group as compared to the Pictorial Example Group, but this difference is
statistically insignificant. Interestingly, the defixation materials do not help novice participants
mitigate their fixation. These results are consistent with the prior studies. Linsey et al. (2010) show
that expert designers successfully mitigate their fixation to pictorial examples; but a follow-up study
(Viswanathan and Linsey, 2012; 2011a) shows that these materials are not effective for novice
designers.
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Figure 2. Variation of mean number of repeated example features (left) mean percentage of example
features used (right) and across the conditions. Error bars show ()1 standard error.

5.2. Quantity of non-redundant ideas

The quantity of non-redundant ideas varies across the four groups (Figure 3). A one-way ANOVA
shows statistically significant variation of this metric across the groups (F(3, 25) = 2.41, p<0.09). Pair-
wise a-priori comparisons show that the Pictorial Example Group produces significantly less ideas
than the other groups (Pictorial Example vs. No Example: p <0.09; Pictorial Example vs. Physical
Example: p< 0.02; Pictorial Example vs. Physical Example Defixation: p< 0.05). Other pair-wise
comparisons are statistically insignificant.

These results highlight extremely interesting trends in the data. As expected, participants with the
pictorial example generate a lower quantity of novel ideas, an indication of fixation. Conversely, the
Physical Example Group does not follow this pattern. In fact, they generate the same mean quantity of
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non-redundant ideas as the No Example Group. This indicates that, though the Physical Example
Group replicates many example features in their solutions, they can generate a greater quantity of
novel ideas than the Pictorial Example Group. The Physical Example Defixation Group does not show
any improvement in the mean quantity of non-redundant ideas. Said fact indicates that the defixation
materials do not significantly help the participants. Additionally, the data seems to reveal that, though
the Physical Example Group does repeat features from the example, said fixation does not appear to
limit their ability to generate a high quantity of ideas. Contrasting this with prior studies measuring
design fixation (Jansson and Smith, 1991; Chrysikou and Weisberg, 2005; Purcell and Gero, 1996), it
is essential to consider quantity of ideas as a measure for fixation, in order to get a complete picture.
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IMEAN QUANTITY OF NON-REDUNDANT IDEAS

TYPE OF EXAMPLE

Figure 3. Variation of mean quantity of non-redundant ideas across the experiment groups. Error bars
show (x)1 standard error.

5.3. Energy sources fixation

The mean number of energy sources and the mean percentage of solutions using gas as the power
source do not vary much across the conditions (Figure 4Figure ). A one-way ANOVA indicates that
both metrics do not significantly vary across the conditions (Number of energy sources: F(4,25) =
1.42, p = 0.26; Percentage of solutions with gas powered press: F(4,25) = 0.21, p = 0.88). Still, the
Pictorial Example Group produce a lower mean number of energy source ideas as compared to other
groups. Said result is consistent with the prior study by Viswanathan and Linsey (2012).
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Figure 4. The variation, across the conditions, of the mean number of energy sources (left) and the
percentage of solutions using a gas engine (right). Error bars show (z) 1 standard error.

Consistent with prior studies, the Pictorial Example Group produced a lower mean number of ideas for
energy sources. The Physical Example Group produced the same mean number of ideas for energy
sources as the No Example Group, indicating no fixation. In this study as well, defixation materials
did not have any effect on novice designers. Interestingly, the percentage of solutions using a gas
powered press remains constant across all the conditions.

6. Discussion

The results indicate that the participants fixate to features of the pictorial example. They replicate
many features from the example in their solutions resulting in a higher mean number of repeated
example features as compared to the No Example Group. The Pictorial Example Group produces less
energy source ideas as compared to other groups; still, the percentage of solutions utilizing a gas
engine remains constant across the conditions. These results are consistent with prior studies which
demonstrate that designers fixate to pictorial examples (Jansson and Smith, 1991; Chrysikou and
Weisberg, 2005; Purcell and Gero, 1996; Linsey, et al., 2010).

Participants utilizing physical examples fixate to the example solution features to the same extent as
those utilizing the pictorial example. This result strongly supports the hypothesis. Also, the Physical
Example Group produces significantly more non-redundant ideas as compared to the Pictorial
Example Group. In fact, the quantity is comparable to that of the No Example Group. The mean
number of solutions remains the same across all the conditions. Said observation indicates that, for a
given solution, the Physical Example Group produces more ideas satisfying the requisite functions. In
the No Example and the Pictorial Example groups, participants generate many partial solutions which
satisfy only some of the necessary functions of the peanut sheller (for example: a solution contains
ideas to only shell peanuts but does not include ways to separate the broken shells). Though some of
the ideas are replicated from the example, the Physical Example Group tends to produce a greater
quantity of complete solutions. In this case, the physical example may be acting as provocative stimuli
through example exposure, which needs further investigation. The presence of fixation is not observed
in the use of energy sources in solutions. These results possess extremely important implications for
engineering design. More specifically, the results indicate that, though examples in the form of
physical models can lead to design fixation, they can also lead designers to more complete solutions.
The presence of a physical model during idea generation might lead designers to consider each feature
of the model and subsequently generate solutions for the function each example feature fulfils.
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Pictorial examples containing the same amount of information fail to have the same effect. This
indicates designers might derive different magnitudes of information from these two types of
examples. As a consequence, physical representations might play an important role in the design
process because designers might extract a greater amount of information from them. This argument
requires further investigation in future work.

Existing literature provides conflicting guidelines concerning fixation caused by the building of
physical models during engineering idea generation. Kiriyama and Yamamoto (1998) observe that
novice designers building physical models during idea generation fixate to variations of their initial
ideas. A similar observation is made by Christensen and Schunn (2005) in their study on practicing
designers. A controlled study by Viswanathan and Linsey (Accepted), with a simple design problem,
fails to detect fixation from working with physical models. In a follow-up controlled study
(Viswanathan and Linsey, 2011b), they show that the design fixation observed in prior studies occurs
because of the Sunk Cost Effect; in other words, fixation is not an inherent part of the building
process. The Sunk Cost Effect entails an adherence to a chosen course of action after significant
investment is devoted to that path (Arkes and Blumer, 1985; Kahneman and Tversky, 1979). During
idea generation, if designers spend a large amount of time, money or effort solving design problems,
they tend to fixate to variations of their initial ideas. When designers build their own physical models,
they fixate as demonstrated by the prior studies (Kiriyama and Yamamoto, 1998; Christensen and
Schunn, 2005). In this study, designers do not fixate to the physical example any more than to the
pictorial one because they receive the physical model, and the sunk cost associated with building is
low. Similar results are reported by Youmans in a recent study (Youmans, 2011). These results
reinforce the argument that the Sunk Cost Effect is a major factor in causing design fixation.

The results also show that the defixation materials do not help novice designers mitigate their fixation
to example solutions. This result also validates the study by Viswanathan and Linsey (2012; 2011a),
which shows that the same defixation materials do not help novice designers mitigate their fixation to
pictorial examples. Linsey et al. (2010) show that expert designer can use the resources provided to
them, in the form of defixation materials, and significantly mitigate their fixation to the example
features. Unfortunately, novice designers fail to utilize these materials in either pictorial (Linsey, et al.,
2010) or physical form.

7. Conclusions

This paper investigates the effects of physical examples on design fixation. The study presented
hypothesizes that designers fixate to physical examples to the same extent as to pictorial. A between-
subject controlled experiment evaluates this hypothesis. In the experiment, participants generate ideas
for a design problem with the help of either pictorial or physical examples. The occurrence of example
features in their solutions is studied to identify fixation. The results support the hypothesis. The
participants fixate to physical examples to the same extent as to pictorial examples. Still, participants
with physical examples generate a greater quantity of complete solutions. These results also strongly
support the argument that, during idea generation, design fixation is caused by the Sunk Cost Effect
and fixation is not an inherent aspect of working with physical models. Due to these reasons, quick
prototyping techniques such as rapid prototyping need to be encouraged during engineering design.
Designers can also employ separate technicians to build prototypes of their ideas. Said strategy might
reduce the Sunk Cost Effect and resultantly lead to a greater quantity of novel ideas.
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Abstract: The aim of this study was to analyze the link between the way designers manage
cognitive load during the process of architectural design and the outcome of this process, that
is, the quality of the creative designs they produce. To this end, we quantitatively measured
cognitive load by asking 36 architecture students to perform a secondary task while they were
using three classic design media (hand sketch, physical model and Sketch-Up, a modelling
program). Then, the students’ designs were qualitatively assessed by eight architects acting as
judges (four teachers and four professionals). No correlation was found between cognitive
load and project quality for any of the three media.

Keywords: cognitive activity, design media, evaluation

1. Introduction

Designis a complex task composed not only of a single problem, but of several, multifaceted
ones (Lebahar, 2007). According to the cognitive approach to creativity and design activities,
architecture isadynamic and iterative process of looking for a “satisfactory” solution that
is both original and functional. This iterative process of exploration-generation-evaluation relies
on representations, which can be either internal (resulting from cognitive activities or processes) or
external (depending on the design medium). These representations are essential to any creative act, as
well as in every phase of the design process, as a means of projecting the architect’s thinking and
know-how.

The activities and cognitive strategies implemented by architects during ideation may consist of
(re)interpretation, combination, restructuring, or analogical reasoning (Visser, 2009), and require
significant cognitive resources. However, as mentioned by several authors (Bilda & Gero, 2008;
Wickens, 2000), cognitive resources are limited, and designers need to externalize their ideas to free
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up their working memory (Baddeley, 2007). Moreover, the manipulation of design media
also requires cognitive resources. We therefore decided to examine whether any particular types
of design  medium impose additional cognitive load on the designer during the design
process, and whether the design outcome is affected.

We begin by defining the concepts evoked above — namely cognitive load and its role in the design
process, as well as the assessment of creative productions resulting from this process — before detailing
the current experimental method and results.

2. Theoretical background

2.1 Cognitive load and the design process

Owing to its inherently complex nature, the design task is reliant on working
memory resources. However, in the field of architectural design, few studies have focused on the
management of cognitive load. After defining cognitive load, we look at how it can be measured and
its role in architectural ideation.

2.1.1. Cognitive load definition

There are almost as many definitions of cognitive load as there are research areas. Thus, in the field of
cognitive ergonomics, Wickens and Holland (2000, p.128), define it as “the difference between the
cognitive demands of a particular job or task, and the operator’s attention resources” - a
definition reiterated by Cegarra and Chevalier (2008). In educational psychology, for Sweller, who
developed the theory of cognitive loadin the 1980s, working memory accumulates the
information being  processed, and it is this that  constitutes its cognitive  load. By
inducing less cognitive load, we can allow more information to be processed, and thus support and
enhance learning potential. Following this logic, Eggemeier (1988) asserts thatany increase in
task difficulty leads to a deterioration in performance.

For the purposes of the present study, we adopted the general definition by Chanquoy et al. (2007, p.
58). According to these authors, cognitive load is “a quantity, a measure of the intensity of cognitive
processing engaged by a particular individual, with certain  knowledge and resources, to
achieve a certain task, somehow, in some environment”.

2.1.2. Cognitive load measurement
Cognitive load measures can be classified as either qualitative or quantitative.

= Qualitative measures

These measures or tests are used to collect participants’ thoughts and feedback on their
performance. De Waard (1996) prefers the term “self-assessment measure” (self-report measure), as
some physiological measurements can also be subjective. Three tests are particularly widespread in the
literature: the Workload Profile (Tsang & Velazquez, 1996), the Subjective Workload Assessment
Technique (SWAT; Reid & Nygren, 1988) and the NASA Task Load Index (TLX; Haart, 1988).

= Quantitative measures

The first category of quantitative measures relies on physiological indicators to measure cognitive
load, such as a pupil dilation, eye movement, electrocardiography (blood pressure, blood volume,
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etc.), electroencephalography (rhythms in the brain associated with cognitive demands), and brain
imaging (functional magnetic resonance imaging, fMRI). These physiological indicators are useful
because they allow us to measure cognitive load during task performance, but they are both intrusive
and expensive. Another quantitative method consists of administering primary tasks (PTs) or
secondary tasks (STs), also referred to as behavioural or performance-based measures. In PTs,
cognitive load is measured in terms of response times to the PT. STs however, are more widely used
(see, for instance, Bonnardel & Piolat, 2003, in the context of design activities). The basic principle is
that a more demanding PT leaves fewer cognitive resources available for the ST, which is then
reflected in ST performance.

2.1.3. Cognitive load and design media

Few studies have investigated the cognitive load management in the field of architectural design (Coté
et al. 2011). Bilda and Gero (2008; see also Bilda, Gero, and Purcell, 2006, and Dorta, 2008) sought to
establish whether mental imagery or medium type impose additional cognitive load on designers,
using mainly qualitative or subjective methods. Results suggested that the externalization of cognitive
activities (e.g., visuospatial information processing) is needed to free up WM so that other tasks can be
carried out effectively. For this reason, external representations (i.e., design media) play a key role in
architectural design. Hand sketches and ideation are two inseparable acts for most architects. The use
of sketches has always been considered a medium of choice for the externalization of visual mental
images: "designing involves the interplay of sketching and imagery” (Goldschmidt, 1995, p.3).
However, there has been little empirical research on ideation using 3D digital tools such as Sketch-Up,
which allows objects to be manipulated in 3D and interactions to take place in realtime. Thus,
cognitive load, which is a measure of designers’ cognitive activities, depends on several factors, both
including the cognitive strategies and the media used by designersto represent their ideas. No
studies in the field of architectural design have made the connection between the management of
cognitive resources by designers engaged in the architectural design process and the resulting
guality of creative designs.

2.2. Design assessment

Assessing creative productions (here, architectural designs outcomes) is a complicated objective,
because it is essentially based on the judges’ subjectivity. Howard et al. (2008) investigated the
creativity measures used in several studies. Allthough the precise semantics varied from one author to
another, Howard et al. (ibid). found that two key characteristics of creative products were generally
emphasised: novelty and adaptability or functionality, While it seems feasible to explore the
adaptability or functionality of creative works by establishing objective criteria (compliance with
prescribed constraints, such as surface area and number of rooms, planning regulations, disabled
access, etc.), the judges’ subjectivity comes to the fore when examining the innovative or original
aspects of designs. In the field of architectural design, studies addressing the assessment of
architectural solutions in academic or professional contexts have always been based on “qualitative”
methods since they rely upon expert assessments (Bilda & Gero, 2008; Casakin, 2008; Yukhina,
2008). Amabile (1983) has theorized about and empirically documented this method for over thirty
years, calling it the "Consensual Assessment Technique” (CAT) when applied to the field of
creativity. The CAT is based on the idea that the best measure of the level of creativity of a work, a
theory, or an artefact, results from a combination of expert assessments in this area. According to
Hennessey (2003), researchers using this technique must meet four criteria: (1) the judges must have
expertise in the field, even if their levels of experience vary; (2) judges must assess the
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designs/artifacts independently, without being influenced by the experimenter; (3) judges must assess
productions by comparing them and not by measuring them against a standard; and (4) each judge
must assess the artifacts in random order, to avoid any order effects. The main advantage of the CAT
is that it is not based on any theory of creativity, and its validity was established empirically (Baer et
al., 2004).

Assessment criteria vary, depending on the domain and the judges assessing the creative products. In
the field of industrial design, Wojtczuk and Bonnardel (2011) asked a panel of 20 experts to assess
creative productions (computer mice) according to criteria of aesthetics, originality, functionality, and
marketing. In the field of architectural design, Yukhina (2008) submitted participants’ products to
three experts, who rated their compliance with a number of prescribed constraints (12 design criteria),
as well as criteria of originality, complexity, flexibility, functionality and sketch quality. Similarly,
Yukhina(2008) and Casakin (2008) based their earlier assessment on prescribed constraints, as well as
criteria of usefulness, originality and aesthetics.

To our knowledge, there has not been any research in the architectural design field on the possible
connection between the cognitive load experienced by designers and the quality of creative designs
generated.

3. Experiment

Can cognitive load potentially influence the outcome of the design process, that is, in a general sense,
the quality of the design? If a designer has too few cognitive resources to develop visual mental
images and externalize ideas, does he or she produce poorer-quality designs? If a design medium
requires more cognitive resources and thus increases the designer’s cognitive load, does
it influence the quality of the resulting design? To answer these questions, we conducted a study
across two academic semesters with architectural students. We adopted a mixed methodology to
determine the participants’ cognitive load, and took care to respect the ecological validity of the
architectural design process. Inspired by experimental psychology, we used a combination of
guantitative and qualitative measures. However, whereas experimental psychology studies are
generally conducted in the laboratory, we believed it was crucial to take the dynamic and complex
nature of architectural design into account. Thus, although we could not analyze all the interactions
involved in such a process, we were able to ensure a degree of ecological validity by creating a
minimally intrusive protocol for a “traditional” design environment.

We adopted a repeated-measures design for our data analysis, as there is only a limited pool of
students in architecture, and this design allowed us to compare the use of three design media: hand
sketch (HS), physical model (PM) and Sketch-Up (SK). To avoid order and practice effects, the
participants had to randomly produce three different designs using the three design media.

3.1. Participants

Thirty-six architecture students took part in thisstudy. We chose to undertake accidental
(nonprobabilistic) sampling, one of the most widespread and least expensive sampling techniques. The
sample consisted of 22 men and 14 women, with a mean age of 24 years (SD = 3.03). Moreover, to
ensure that all participants had some experience of undertaking small design projects, only
students who had completed at least four academic semesters were recruited. In addition, on a five-
point Lickert scale, all participants rated themselves as proficient in the use of the three design media,
especially the modelling software (SK) (Mean responses: PM = 3.88; HS = 3.48; and SK = 3.97; N =
36).
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3.2. Procedures and materials
The experiment comprised two phases:

1. The first one concerned the production of three designs in three experimental sessions, during
which each participant used a specified design
medium.  Each experimental session took about 30 minutes. First, the participants had 3
minutes to come up with a design of their own choice, to allow them to become accustomed to
wearing headphones (needed for the ST). Then, after reading the guidelines and the criteria for
the design project (x5 minutes), each participant had 22 minutes to complete the main (or
primary) design task on a drawing board that allowed them to sit in an upright posture. For
each medium, the participants performed randomly a task to design either a bus station (BUS),
a recycling station (RS) or a public restroom (WC).

To measure cognitive load, we administered an ST (performance-based task) to participants.
This task was tested in a previous design context (Bonnardel & Piolat, 2003) and it seemed
appropriate to working conditions in design activities.This task was conducted as follows.
Throughout the 22-minute design period, numbers ranging from one to five were played
randomly over the headphones, at a rate of one every five seconds. The participants’ task was
to press on a foot pedal as quickly as possible whenever there were two consecutive ascending
digits. The use of a foot pedal minimized interference with the main design task that required
the use of both hands. Before each experimental session, participants received a list of written
instructions that clearly indicated that the design project took priority. We analyzed the
percentage of correct responses (CR) and mean response times (RT).

The second phase consisted of the assessment of the participants’ designs. A panel of four professional
architects (at least five years’ experience) and four architecture teachers assessed these projects
on four criteria: overall assessment, aesthetics, originality and functionality. A definition of
these criteria was given to the judges in order to reduce differences in interpretation. In addition, as
recommended by Amabile (1996), the judges assessed the projects independently and in random order.

4. Results

4.1. Secondary task results

As some participants completed the design task in less than 22 minutes, in order to compare their
results with those of the other participants (and given that there was a maximum of 25 correct
responses), we computed the following ratio: % of correct responses (for x minutes) = (no. correct
responses/25 - no. of missing responses) x 100.

Two one-way ANOVAs were run on correct responses and response times (Fig. 2). The
assumptions of normality, homogeneity of variance, and sphericity were met. The results for the
correct responses showed that there was no significant difference between the three media, F(2, 65) =
2.068, p = .138 (see Fig. 1). Concerning response times, no significant difference was observed
between the three media, F(2, 56) = 1.983, p = .155.

The results of these quantitative measures showed that none of the media imposed a relatively
higher cognitive load than any other. This resultis in contrast with the theoretical assumption that
hand-sketching, with its potential for generating alternative solutions faster, induces less cognitive
load.
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To find out whether there was a link between CR and RT, whatever the medium used, we performed a
correlation analysis between the CR and RT measures. Results indicated negative correlations
between CR and RT for HS (N = 36, r =-0.456, p < 0.005), PM (N = 36, r =-0.467, p < 0.006) and
SK (N = 36, r =-0.607, p < 0.001). Thus, participants who took longer to respond also made more
errors, regardless of the medium used. The next section will allow us to determine whether cognitive
load has an influence on the quality of projects generated, depending on the medium used.
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Figure 1. Scatterplots of correct responses (%) and response times
Legend: The scatterplots illustrate the data clustering based on three statistics: lower quartile, mean
and upper quartile.

4.2. Design assessment results
The 8 judges had to assess all the participants’ final productions, such as the ones presented in Figure

Figure 2. Samples of three project outcoes represented in the three media (HS, PM and SK)

The descriptive statistics performed on scores attributed by the judges showed that for overall quality
and aesthetics, SK seemed to have better ratings than the other two media. For originality, PM
received the best ratings; while for functionality, HS came top (see Table 1).

Table 1. Means and SDs of assessment scores

Assessment (N = 36) Hand sketch Physical model Sketch-Up
Overall 2.12 (c=.70) 2.20 (c=.48) 2.23 (6=.62)
Aesthetics 1.85 (0=.79) 1.99 (0=.57) 2.09 (0=.71)
Originality 1.77 (0=.86) 1.90 (0=.76) 1.83 (c=.76)
Functionality 2.52 (0=.67) 2.44 (6=.67) 2.37 (6=.62)
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To look for statistically significant differences between the assessments, four one-way repeated-
measures ANOVAs were run on each assessment criterion: overall, aesthetics, originality and
functionality. The assumptions of normality, homogeneity of variance, and sphericity were met.

OVERALL AESTHETIC

HD PM SK HD PM SK

ORIGINALITY FUNCTIONALITY

0 . 0
HD PM SK HD PM SK

SCORE
SCORE

Figure 3. Scatterplots of project evaluations (%)

The results for the overall assessment showed that there was no significant difference between the
three media, F(2, 65)= 1.34; p = .607 (Fig. 3). Concerning aesthetics, originality and functionality,
there was again no significant difference between the three media, F(2, 64) = 0.57, p = .231), F(2, 69)
=1.56, p=.707, and F(1, 35) = 0.145, p = .494.

4.3. Correlation between cognitive load and design assessments

Correlation analyses were performed between the two measures of cognitive load (CR and RT) and
the four assessment criteria (Overall, Aesthetics, Functionality and Originality) for each of the design
media. Results did not indicate any significant relationship between these variables, regardless of
the medium used (see Table 2). This means that the quality of the participants’ designs was not related
to reductions or increases in cognitive load.

Table 2. Correlations between cognitive load measures and design assessments

Hand Sketch Physical Model SketchUp

Over. |Aesth.|Origi. [Funct.[Over. |Aesth.|Origi. |[Funct.[Over. |Aesth.|Origi. [Funct.

Pearson cor. | .265 | .202 | .201 | .107 | .182 | .096 | .209 | .102 |-.138|-.182|-.159| .031
Corrrect

[FESPONSES —gig, 119 | 238 | 239 | 536 | 289 | 578 | 222 | 553 | 423 | 288 | .356 | .858
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Pearson cor . | .091 | .100 | .090 | .159 |-.045| .068 |-.021|-.112 | .246 | .228 | .314 | .067
Response

[times
Sig. 599 | .562 | .600 | .353 | .798 | .698 | .905 | .521 | .149 | .181 | .062 | .696

5. Discussion and conclusion

The major goal of this exploratory research was to analyse certain aspects of the cognitive activities of
novice architects during conceptual phase as well as to illustrate the impact of design media on their
performances. Borrowed from experimental psychology and human factor studies, a mixed
methodology was proposed to document the link between the use of design media, the design process
and the results of creative design process.

The present study yielded three findings: (1) none of the design media has imposed an additional
cognitive load on the designer, in contrast to the literature, which suggests that the hand sketch
is the ideal tool for the design process; (2) the quality of the design did not depend on the medium
used; and finally, (3) there was no relation between cognitive load and design quality. These different
kinds of observations can be commented more precisely.

Firstly, historically, hand sketch seemed to be the designated medium for the architectural design.
Indeed, the studies comparing traditional (hand sketch) and digital media criticize the fact that
modeling software slowed down the externalization of the designer’s mental imagery (Bilda, 2006). In
contrast, our results show that these digital media do not impose additional load compared to other
media. Furthermore, the current widespread use of digital media, offers multitude potentials, which
can become a strong complement to other media at all stages of the design process. Thus, usages of
complementary media could be investigated with regard to the stages of the design activities.

Secondly, the overall quality of generated projects was not influenced by the medium used. Thus, our
results suggest that each tool may provide the same potential for representing and externalizating the
designer’s mental imagery. Future works will aim to detail these potentials.

To conclude, the results of this research suggest that each design media offers opportunities for design.
The dialogue that ensues between the designers and their representations, contibute to the emergence
of opportunities specific to each medium. For example, using primitives (cube, cylinder, pyramid,
etc..), applying geometric transformations, manipulating them with a software (such as Sketch-Up)
and obtaining complex volumes or spaces, definitely creates opportunities and promotes ideas that the
designer probably would not have developed as easily with a drawing or model. As highlighted by
Keehner et al. (2008), the properties of external representations influence how we interact with them,
they structure and anchor the cognitive and metacognitive strategies used to develop mental images.
Therefore, depending on the context and the stage of the design process, each designer should be able
to choose the tool(s) that are appropriated with regard to his or her knowledge and metacognitive
strategies, in order to facilitate as much as possible his or her creative activity.
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Abstract. Many have offered criteria for judging a design as creative. Among these criteria
have been novelty, value, and surprise. We offer a unique perspective and synthesis of these
three criteria with the goal of giving agents — be they artificial, human, or collectives thereof —
a common model to judge the creativity of their own designs and the designs of others, and
ultimately to inform computational modelling of creative design. We illustrate an Al approach
to judging creativity using an example of sustainable design -- the Bloom laptop.

Keywords: evaluating creativity, novelty, value, surprise, clustering, sustainable design

1. Introduction

There is increasing interest in computational systems that model creative processes and generate
creative designs, yet we still rely on humans to evaluate whether a specific design is creative. In
parallel there is increasing interest in computational systems that encourage and enhance human
creativity; these latter systems make no claims about whether the computer is being creative, but do
make claims that the human/computer pairing is more creative than the human alone.

As the boundary between human creativity and computer creativity blurs, we are interested in
evaluating creativity that makes no assumptions about whether the creative entity is a person, a
computer, or a (potentially large) collective intelligence of human and computational entities. We
desire a “Turing Test” for creativity that is not biased by the form of the entity that is doing the
creating. Ultimately, such tests will imbue artificial agents with an ability to assess their own designs,
informing computational models of creative reasoning. Such tests will also inform the design of
cognitive assistants that are effective collaborators with humans in sophisticated socially intelligent
computational systems.

This paper takes steps towards assessing creativity by considering formalizations of three criteria for
creativity that are often referenced in the literature, though not always together and often by different
names; these are novelty, value and surprise. We believe that our treatment of these criteria goes
beyond earlier treatments, in part because we synthesize across them, suggesting and formalizing
relationships between the three. Our paper begins with a survey of relevant creativity research;
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followed by targeted surveys of novelty, value and surprise; formalizations of each of the three in
terms of distance measures; and illustrate these measures with laptop designs, to include the Bloom
laptop. We end with the relevance of machine learning for assessing creativity and to other future
work.

2. Creativity research

When describing and evaluating creative processes and products, there is a “conceptual space”
(Boden, 2003) of possibilities that structures, constrains and otherwise biases thought. Boden (2003)
describes combination, exploration, and transformation as ways in which the conceptual space is
traversed when generating a creative design: combination finds novel ways of combining ideas within
the conceptual space; exploration finds parts of the space that were not discovered previously; and
transformation extends the space to include novel ideas. Much work on creative thought has focused
on processes of individuals (Mumford, Mobley, Uhlman, Reiter-Palmon, and Doares, 1991). Recently
there has been interest in understanding individual and team cognition in creative processes, and the
role of shared mental models (Reiter-Palmon et al 2008). From a computational creativity perspective,
Gero (2000) presents combination, transformation, analogy, emergence, and first principles as
processes for generating creative designs. Maher et al (1995) presents a framework to characterize
different computational processes in terms of transformation and exploration and describes a zone of
creativity to evaluate their potential for generating creative designs. Brown and Chandresekaran
(1989) distinguish routine, innovative, and creative design in terms of existing knowledge of
decompositions and plans for generating the design. A similar distinction between routine, innovative
and creative design is made in Goel (1997) and Gero (1994), showing how creative designs result in a
new, often expanded conceptual space.

Often, we cannot observe the creative process directly. Rather, people often judge the design (or
artefact, product, idea, etc) that results from a process instead of judging the process directly.
Judgements of designs can serve as a “Turing Test” of the underlying process that produced the
design. Though a Turing Test approach is imperfect, we continue in this tradition, and speak of
“creative designs.”

Most descriptions of creative designs, including dictionary definitions, include novelty as an essential
characteristic. However, psychologists, computer scientists, and engineering designers suggest
creativity goes beyond novelty. Csikszentmihalyi and Wolfe (2000) define creativity as an idea or
product that is original, valued, and implemented. Amabile (1996) claims an outcome or result is
interpreted as creative if it is both novel and appropriate. Runco (2007) summarizes several
researchers who claim that creativity results in something new and useful, and others who claim
creativity is more than that. Boden (2003) claims that novelty and value are the essential criteria and
those other aspects, such as surprise, are kinds of novelty or value. Wiggins (2006) defines novelty
and value as different factors of creativity, yet often uses value to indicate all valuable aspects of a
creative product. Cropley and Cropley (2005) propose four broad properties of products that
characterize their creativity: effectiveness, novelty, elegance, and genesis. Besemer and O'Quin (1987)
define a Creative Product Semantic Scale of products along three dimensions: novelty (the product is
original, surprising and germinal), resolution (the product is valuable, logical, useful, and
understandable), and elaboration and synthesis (the product is organic, elegant, complex, and well-
crafted). Horn and Salvendy (2006) report on consumer perception of creativity along three
dimensions: affect (our emotional response to the product), importance, and novelty. Goldenberg and
Mazursky (2002) report that creativity in products includes "original, of value, novel, interesting,
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elegant, unique, surprising.”"” From the engineering design perspective, Oman and Tumer (2009)
combine novelty and quality to evaluate engineering designs. Shah, Smith, and Vargas-Hernandez
(2003) associate creative design with ideation and develop criteria for novelty, variety, quality, and
quantity of ideas.

Amabile (1982) summarizes the social psychology literature on the assessment of creativity: while
most definitions of creativity refer to novelty, appropriateness, and surprise, current creativity tests or
assessment techniques are not closely linked to these criteria. She further argues that “There is no
clear, explicit statement of the criteria that conceptually underlie the assessment procedures.” In
response to an inability to establish criteria for evaluating creativity that is acceptable to all domains,
Amabile (1982, 1996) introduced a Consensual Assessment Technigue in which creativity is assessed
by a group of judges that are knowledgeable of the field. Since then, several scales for assisting human
evaluators have been developed, such as Besemer and O'Quin's (1999) Creative Product Semantic
Scale; Reis and Renzulli's (1991) Student Product Assessment Form; and Cropley et al’s (2011)
Creative Solution Diagnosis Scale.

In sum, the two most-widely endorsed factors in the literature that contribute to creative designs are
novelty and value. Surprise is articulated much less often, but we nonetheless believe it is an important
factor, different from but related to both novelty and value. While these factors have been discussed to
varying extents, and have informed the development of computational systems to generate designs that
were then judged by humans to be creative, we know of no work that quantifies these factors so that an
artificial agent can use them collectively to assess creativity.

3. Al models of novelty and surprise

Computational models of novelty and surprise have been developed for various purposes in Al and
these models inform our understanding of these concepts for evaluating creative design. A clustering
approach based on Self-Organizing Maps (Kohonen, 1993) is the basis for a real-time novelty detector
for mobile robots (Marsland et al. 2000), using Stanley’s model of habituation (1976). Habituation and
recovery imbues a novelty filter with the ability to forget, which for design, allows novel designs that
have been seen in the past to be considered again as potentially creative using a new value system.
Saunders and Gero (2001) drew on the work of Berlyne (1996) and Marsland et al (2000) to develop
computational models of curiosity based on novelty, using sigmoid functions to represent positive
reward for the discovery of novel stimuli and negative reward for the discovery of highly novel
stimuli. Negative rewards reflect that designs that are too different are not considered creative, perhaps
because they were perceived as violating constraints or norms that help establish the value of a new
design. This suggests that a creative design should be sufficiently different to be considered novel, but
similar enough to be “in the ballpark™.

Horvitz et al (2005) develop a model of surprise for traffic forecasting. They generated probabilistic
dependencies among variables, for example linking weather to traffic status. They assume a user
model that states that when an event has less than 2% probability of occurring, it is marked as
surprising. They use a temporal model of the data, grouping incidents into 15 minute intervals.
Surprising events in the past are collected in a case library of surprises. Itti and Baldi (2004) describe a
model of surprising features in image data using a priori and posterior probabilities. Given a user
dependent model M of some data, there is a P(M) describing the probability distribution. P(M|D) is the
probability distribution conditioned on data. Surprise is modeled as the distance d between the prior,
P(M), and posterior P(M|D) probabilities. Ranasinghe and Shen (2008) develop a model of surprise as
integral to developmental robots. In this model, surprise is used to set goals for learning in an
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unknown environment. The world is modeled as a set of rules, where each rule has the form:
Condition - Action - Predictions. A condition is modeled as: Feature -> Operator > Value. For
example, a condition can be featurel > valuel where “greater than” is the operator. A prediction is
modeled as: Feature - Operator. For example, a prediction can be “featurel > where it is expected
that featurel will increase after the action is performed. Comparisons can detect the presence (%) or
absence (~) of a feature, and the change in the size of a feature (<, <=, =, >=, >). If an observed feature
does not match its predicted value, then the system recognizes surprise.

The models of surprise and novelty provide different approaches to recognizing creativity using
clustering and distance, probability and expectations, and generalized rules based on previous
experience. In the remainder of this paper we focus on clustering and distance, while acknowledging
that other Al models may be part of a larger toolbox for evaluating creativity.

4. An Al approach to evaluating factors of creativity

A “Turing Test” for creativity presupposes that characteristics of a design tell us something about the
process that created it. To develop such a test we elaborate on two principles: (1) creativity is a
relative measure in a conceptual space of possible and existing designs and (2) novelty, value, and
surprise capture distinct characteristics of creative design within that space. We illustrate these
principles using the laptop domain, describing the conceptual space initially of Mac laptops only, and
consider the addition of a new laptop to this set: The Bloom laptop (Figure 1), which was designed by
mechanical engineering students at Stanford University and Aalto University (Bhobe et al, 2010). The
laptop was designed for ease of recycling with design requirements including minimum number of
parts and types of material, modular construction and disassembly, ease of disassembly, minimum
disassembly time and has an unexpected value-adding feature of a removable keyboard during use.

Figure 1. Bloom laptop modular design and removable keyboard; images from (Bhobe et al 2010);
available under CC BY-SA licence (http://creativecommons.org/licenses/by-sa/3.0/)

4.1 Relative measures in a conceptual space

Novelty, value and surprise for a new design are measured in a conceptual space of existing and
possible designs. We assume a representational schema in which a design is described by attribute-
value pairs, though relational schemas are possible and often preferable. For measuring novelty and
value, we suggest different aspects of the conceptual space: a description space for measuring novelty
and a performance space for measuring value. For example, we characterize the description space of
laptops as a set of attributes including Processor Speed (GHz), Height (in), Display size (in), Memory
(GB), Storage (GB), HD Graphics Processor, Resolution-x (pixels), Resolution-y (pixels); and the
value space to include Battery life (hours), Price (min US$), Weight (Ibs). Note that there is
subjectivity, stemming from the preferences of users — an elderly person using the laptop for email and
Web surfing may care very much about weight, price and battery, and may not even know that
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processor speed is a characteristic, much less having a preference on it. So, while Csikszentmihalyi
(1996) suggests that value is a social construct and determined by the “gatekeepers,” these gatekeepers
and preferences will, of course, vary among observers, as will the attributes that these observers
associate with preferences. We have not specified aesthetic and affective features of creativity as a
separate factor since these are domain dependent and therefore may be included in what we call value.
For example, in many areas of design, people correlate the aesthetic of increasing complexity of
images or ideas with creativity; in such cases, complexity is a characteristic that would be included in
the measurement of value.

In this initial work on assessing creativity quantitatively, we use distances as relative measures within
the design space. For example, given two designs, XY and X® each described along numeric
attributes, X{*, the Euclidean distance is the square root of the sum of squared differences in the
corresponding attributes (after normalization) of each design: VX (X® - X{?)2. Even when we commit
to distance as a means of measuring novelty, there are multiple ways to operationalize this approach.

e As above, we can measure the distance of a design in terms of its distances to other specific
designs in the conceptual space; for example, equating novelty of design X as the distance to
its nearest neighbor in the conceptual space is an example of a individual-link approach.

e However, if we were to measure novelty of X by the ratio of X’s distance to its nearest
neighbor, divided by the average of nearest-neighbor distances of all other designs (excluding
X), then this would be an example of a family-link measure, since information about ALL
designs, through the average of nearest neighbor distances, would be taken into account.

e Yet another family-link strategy is to measure the distance between X and the centroid of
designs in the conceptual space. The centroid is a theoretical point in the space, created by
averaging the attributed values across all designs in the space. X’s novelty could be
operationalized as its distance to the centroid, or some ratio involving the centroid.

Continuing along these lines, it is natural/desirable for cognitive agents to organize their observations
into rich conceptual structures. When new designs are observed, they are not (necessarily) assessed
relative to an unorganized collection of previous designs, but against a backdrop of conceptual
structures over these designs. Clustering has been proposed and used as an organizing principle for an
autonomous agent’s conceptual structures (e.g., Fisher, 1996; the use of SOMs in Marsland et al.,
2000). We will use the well-known K-means clustering algorithm, using Euclidean distance and
centroids, to organize the known designs. When a new design is observed, its distance to the nearest
cluster centroid will inform assessments of novelty, value and surprise.

4.2 Measures of novelty, value and surprise in a conceptual space

Novelty, value and surprise are distinct perspectives on the location of a new design in a conceptual
space of possible designs. We treat novelty and value as arising from different perspectives of the
conceptual space (as noted in 4.1); novelty stems from a comparison (e.g., based on distance) in a
descriptive space, and value is based on attributes that have utility preferences associated with them.

Importantly, while novelty and value are assessed in different (descriptive and performance) spaces,
we assume that both can be assessed through distance — distance in descriptive space and distance in
performance space. In addition, of course, value not only has a magnitude component (distance), but a
directional component too. We don’t address the directionality component here other than to note that
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a measure like Euclidean distance cannot capture it per se; and just as there were choices in how to use
distance (e.g., centroid vs neighbour), choices in directionality must also be addressed (e.g., is positive
score in one performance dimension more important than others).

It is possible for something to be novel and valuable, but not be surprising. Surprise is a feature that is
based on expectations, which can themselves be represented as a subspace of possible designs — thus,
surprise is based on anticipating patterns or trends in the space of both actual designs and possible
designs, leading to violated expectations.

We illustrate our approach to evaluating these three characteristics for the Bloom laptop, relative to a
space of previous Mac laptops (i.e., MacBook, 11-inch MacBook Air, 13-inch MacBook Air, 13-inch
MacBook Pro, 15-inch MacBook Pro, 17-inch MacBook Pro). The values for descriptive and
performance attributes for the Mac laptops were taken from the apple.com technical specifications,
and the values for the Bloom laptop were found in Bhobe et al (2010). The laptops have been
conceptually organized using the K-means algorithm (with K=2, with attribute normalization).
Distances between the Bloom and nearest centroids inform measures of novelty, value and surprise.

Novelty: Table 1 shows the full set of descriptive attributes (column 1), the cluster number (second to
last row), and the distance from each design to the centroid of its cluster (last row). The Bloom’s
(rightmost column) Euclidean Distance to the centroid of its cluster is an order of magnitude larger
than the distance of the Mac designs to the centroid of their respective clusters. This larger distance
indicates that the Bloom is novel with respect to the other designs in this space, in large part because
of the large differences in Body Parts (row 1), Removable Trackpad (row 2), and Removable
Keyboard (row 3). In fact, there was no variance on these three variables before Bloom’s introduction,
and they would likely not have been used in descriptive analyses at all — Bloom’s introduction added
these variables in effect.

Value: Table 2 shows the performance attributes (again, a matter of subjectivity, but our example
illustrates the point), the cluster number (second to last row), and the distance from each design to the
centroid of cluster 1 (since the Bloom laptop is in a cluster of 1 and the distance to its centroid is 0).
When comparing the Bloom to existing laptops, this distance is 2 orders of magnitude higher than the
other designs, due to differences in the first three attributes/rows of Table 2.

Surprise: The large distance between the Bloom and the centroids of the 2 clusters in the description
space suggests that in a 3-cluster space, the Bloom would be placed alone, and indeed K-means (K=3)
places the Bloom in its own cluster. In value space, even in the 2-cluster solution, the Bloom is placed
alone. We interpret surprise as a difference so great that the new design is effectively creating a new
cluster in the conceptual space, and thereby changing expectations for new designs.
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Table 1. Description space for laptop design (Data from apple.com and Bhobe et al, 2010)

11-inch 13-inch 13-inch 15-inch 17-inch Bloom
MacBook MacBook | MacBook | MacBook | MacBook | MacBook Laptop
Air Air Pro Pro Pro Design
Body Parts 1 1 1 1 1 1 14
Removable Trackpad 0 0 0 0 0 0 1
Removable Keyboard 0 0 0 0 0 0 1
Processor Speed (GHz) 24 1.6 2.13 2.7 2.3 2.3 24
Height (in) 1.08 0.68 0.68 0.95 0.95 0.95 1.08
Display size (in) 13.3 11.6 13.3 13.3 15.4 17 13.3
Memory (GB) 4 4 4 8 8 8 4
Storage (GB) 500 128 256 500 750 500 256
HD Graphics Processor 0 0 0 0 1 1 0
Resolution-x (pixels) 1280 1366 1440 1280 1440 1920 1280
Resolution-y (pixels) 800 768 900 800 900 1200 800
Battery life (hours) 7 5 7 7 7 7 7
USB ports 2 2 2 2 2 3 2
Cluster 1 1 1 1 2 2 1
Distance to Centroid 0.14 0.16 0.12 0.18 0.03 0.03 1.8
Table 2. Value space for laptop design (Data from apple.com and Bhobe et al, 2010)
11-inch 13-inch 13-inch 15-inch 17-inch Bloom
MacBook MacBook | MacBook | MacBook | MacBook | MacBook Laptop
Air Air Pro Pro Pro Design
Disassembly (min) 45 45 45 45 45 45 2
Removable Trackpad 0 0 0 0 0 0 1
Removable Keyboard 0 0 0 0 0 0 1
Price (min US$) 1000 1000 1300 1200 1800 2500 1000
Weight (Ibs) 4.7 2.3 2.9 45 5.6 6.6 4.7
battery life (hours) 7 5 7 7 7 7 7
Cluster 1 1 1 1 1 1 2
Distance to Centroid 0.0148 0.0524 0.0175 0.005 0.0164 0.0094 2.167

Before closing, we draw from Boden (2003) and Gero (2000), who note that there are several ways in
which a new design can be creative: a previously unknown value for an attribute is added (which the
Bloom did in the case of several attributes), a new attribute is encountered in a potentially creative
design (again, with the Bloom), or a sufficiently different combination of attributes is encountered. In
all of these cases, a creative design changes the organizational structure of existing designs in a
conceptual space, which we show using clustering and relative distance. The Bloom illustrates
transformational creativity in that it triggers a realignment of conceptual structures. There are many
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interesting questions that need to be addressed as we design a cognitive artificial agent that can learn
(cluster) designs and assess novelty, value and surprise (and creativity generally) of new designs
relative to learned concepts, particular issues of how the agent is motivated to transform the
conceptual space. Our point here is to sketch how clusters of designs in a conceptual space might be
learned and used to assess creativity.

5. Conclusions

This paper presents an Al approach to evaluating creative designs that is independent of the design
discipline and of the source of creativity. The Al models operate in a conceptual space, thereby
contextualizing the evaluation and providing a relative measure of creativity rather than a binary
judgment. Formalizing the criteria for evaluating creativity facilitates comparisons of computational
systems that are themselves creative, as well as computational systems that enhance human creativity.
The three criteria for evaluating relative measures of creativity described here are novelty, value and
surprise. With metrics for these we have a common ground for evaluating creativity in human,
computer, and collectively intelligent systems.

Our next steps are to evaluate our method for evaluating creative designs, which will involve first
collecting attribute-value representations of successive designs in a domain such as the laptop
illustration used here, and measuring how successive laptops compare to previous ones along our
metrics. Ultimately we are interested in how our distance-based assessments compare with judgments
by humans when presented with the same ordering of designs. In addition to having to elaborate on
some smaller, but important issues, such as directionality (as well as magnitude) in assessing value, we
have alluded to larger issues of conceptual organization of conceptual spaces that undoubtedly bias
human judgements and that will ultimately guide computer judgements of creativity as well.
Unsupervised machine learning approaches, while often viewed as data analysis tools, are also
approaches for organizing a cognitive agent’s memory of designs, products and processes (Fisher,
1996; Fisher and Yoo, 1993), creating the backdrop against which an agent can make more
sophisticated assessments of creativity.
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Abstract: Formal problem-solving and creativity techniques have repeatedly been promoted
to designers by consultants and scholars. However, there has been little research about the
adoption and usefulness of these techniques among practitioners. In this paper, we investigate
the prominence of different design methods among design companies in Europe and North
America. We interviewed 17 professional designers from companies of different orientation.
We inquired about working practices and the significance of different methods and practices
in everyday design work. We found that designers from industrial design as well as
engineering design backgrounds relied mostly on established design methods — generally
characterized as “design thinking” skills — rather than on specific creativity tools. Sketching,
rapid prototyping and in-house testing were typical ways for the designers to invent. We
suggest that the emphasis in design creativity studies with pragmatic goals should be on
studying design practice and everyday situated creativity rather than on examining isolated
creative techniques per se.

Keywords: creativity techniques, brainstorming, design practice, design thinking

1. Introduction

The term design creativity can be seen as a construct that captures the essence of designer’s work. It
refers to the constant need for creativity in the designer’s profession. This is implied by the realities of
design work, in which designers are required to produce insightful and feasible ideas constantly. It is
therefore only natural that creativity in design has gained significant attention over the years both
within academic research, and within educational and professional literature. The scientific studies on
design creativity have focused primarily on the following aspects; design processes, cognitive
behavior, and interactions (Gero, 2010). As such, the interest is not new. The creative aspect of design
has been well acknowledged since the studies of design thinking as a subject of scientific study of
design research began (e.g. Thomas & Carroll, 1979; Akin, 1986).
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However, it has been recently argued that research on design has not sufficiently addressed issues of
practical value, or the needs of the design practice (Liikkanen, Laakso & Bjorklund, 2011). Design
research fails to be relevant for design practitioners and it has been unsuccessful in its core mission:
establishing a sustainable discourse between research and practice (Jung, Sonalkar, Mabogunje,
Banerjee, Lande, Han & Leifer, 2010). So what could be a potentially more fruitful direction for
research on design creativity? Alternative approaches for studying design creativity might involve the
study of creativity support tools (Shneiderman, 2007) and how designers interact with them (Gero,
2010) or systematic methods utilized in design industry to create new designs (Lindemann, 2010).

In this paper, we explore a research direction that considers both approaches suggested in the cited
literature. Putting our focus on design practices of present day designers, we present some findings
from interviews focusing on the working methods, practices, and approaches of 17 professional
designers from 7 different organizations in the US and in Finland. The interviews were conducted with
the aim of building a foundation for longitudinal, observational field studies to be conducted at design
companies. The interviews covered the working approaches, practices, tools, and methods utilized by
the interviewees and within their organizations. The purpose was to identify themes and issues that
have been left unattended or are underrepresented in present-day design creativity research from the
viewpoint of design practice. Our interview results suggest there might be a misleading emphasis on
structured creativity techniques, such as ideation methods, which overlook the daily practices related
to “routine creativity” in professional design, and hence make it difficult to have an impact on the
design practice with academic research.

We begin our treatment by discussing the existing research on design creativity in terms of creativity
practices and ideation and move on to describing the research methodology. Next, we present the
results of the interviews, and conclude with a discussion about the implications of the findings for
future research.

2. Background: studies of creative design practices

We see that that an important part of research on design should concern practice; the behavior and
thinking of design professional operating in the real world. These types of studies are rather rare in
design research, maybe with the exception of the seminal work by Schon (1983) on professional
development and reflective design. Recently published studies of design practice have revealed some
interesting characteristics of professional design. Hinds & Lyon (2011) studied cross-cultural
differences in design practices. Their report describes the different challenges of practicing design in
Asia, Europe and North America. They have found that design practices are influenced by different
regional client expectations. For example, in the US, the relations are seen as more collaborative,
whereas in Europe and particularly in Asia, the professional designers’ sole responsibility in design
decisions and deliverables is emphasized. This reflects a difference that re-emerges with prototype
presentations. European and Asian designers prefer to display polished and detailed prototypes where
as the American clients were seemingly satisfied with rougher sketches.

A study by Nov and Jones (2006) investigated the creative practices in an advertising agency by
means of interviews and observations. The investigation yielded a model of the organizational roles
contributing to ad design. Formal creativity techniques, such as Brainstorming originate from
advertisement industry, were surprisingly marginal in the discussion. Brainstorming was considered as
a method to utilize different types of knowledge existing in the company. They also mapped the
creative influences into a circular model of creative practice. They identified six “inner circle”
organizational principles and activities contributing crucially to overall creativity. These included
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knowledge distillation, task focus, feedback functions, accountability, recognition, and career
development. The outer circle of the model included less central, but influential factors that aim to
maintain the creative atmosphere of the work place. They concluded that creativity in the studied
advertising agency hinged upon a delicate balance of formal processes and informal practices, which
together feed the progress.

Petre (2004) documented an extensive field study. She studied design activities over the span of two
years in twelve engineering consultancies. Although not presented in full detail, she identified fourteen
practices, aimed mainly at knowledge gathering by either considering more potential solutions or
broadening the definition of the problem. Petre notes, that although seemingly contradictory,
deliberate and systematic practices foster inspiration and innovation in the studied firms. She gives an
account of why exceptional performance in design and development is rare by highlighting the
complex balance among contributing factors. Specifically she draws attention to the reliance of the
identified practices on expertise (particularly expert skills) and a reflective, supportive, and
collaborative culture and communication among design professionals.

Hargadon and Bechky (2006) identified interactions that precipitate moments of collective creativity
in organizations in a field study of six professional consulting firms (four product design and
development consultancies and two management consultancies). Their evidence, collected through
ethnographic methods, suggests that while some creative solutions can be viewed as the products of
individual insight, others are clearly the products of a momentary collective process. In essence, their
study illuminated how the locus of creative problem solving shifts between individuals and the
collective. Hargadon and Bechky present and discuss four sets of interrelating activities that play a
role in triggering moments of collective creativity: help seeking, help giving, reflective reframing, and
reinforcing. In summary, based on the review of the literature, we find little documents addressing the
presumably heterogeneous ways in which designers in the early 21* century work. Thus we see that
there is a motivation to investigate the situated creative design practices further.

3. Research methods

To understand the realities of design practice with regards to different types of designers and
companies, we conducted 17 interviews in Finland and the US. The interviewees represented seven
different organizations, five of which were design and development consultancies and two were
companies that manufacture their own products. Six of the interviewees were based in the US in three
different consultancies and the remaining twelve interviewees were from four different organizations
in Finland; two design consultancies and two manufacturing firms. The intention was not to be
representative of any specific branch of design, but rather than to get a rich sample of different types
of organizations and designers.

Typical job titles or backgrounds of the interviewees were industrial designers and mechanical
engineers. However, especially in the case of small design consultancies the job descriptions or titles
were not clear, with descriptions of employees such as “mechanically-inclined designer”. Majority of
the interviewees had worked as designers or design engineers in two to four companies during their
career and they had been working as professional designers from 2 to 25 years, averaging at 11 years.
Designers working as consultants for external clients and those working as in-house designers have
both been included. Information on the interviewees is depicted in Table 1 on the following page.

The interviews were semi-structured. They were built around open-ended questions probing both the
working habits and the utilized tools and methods of both the individuals and the companies. The
focus was on the present, but reflection across the working career was also urged. The interviewees
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were asked to reflect on their entire career and not to focus solely on the organization they were
currently employed in. The background and working history of the interviewees and the practices of
the companies in terms of team composition and hierarchy were inquired. In order to stimulate recall
and avoid a too abstract or generalized level, the interviewees were asked to discuss specific examples
of projects they had taken part in recently or were currently involved in. The open-ended question
format of the interviews served the purpose of probing the realities and real-life practices of the
designers on a tangible level.

The interviews lasted between 25 and 120 minutes, averaging at 76 minutes. They were conducted at
the designer’s native language (English or Finnish). Straightforward content analysis was used to
analyze the data. The interview transcripts were screened for reported actual, concrete practices, ways
of working and utilized methods or tools. For this paper, specific attention was paid to references to
social and individual activities related to idea problem-solving and framing activities. We avoided
including subjects’ own generalized statements or interpretations on their approaches or practices.

4. Results

In this section we describe the interview findings. We focus on the prominent practices and
approaches to everyday design work, including generation of ideas and creative problem-solving. The
main findings can be classified into three categories:

1) Knowledge acquisition,
2) Informal and spontaneous problem framing and solving activities as routine practices, and

3) The significance of external representations (i.e. models and prototypes) of the design

challenge.
Table 1. Interviewee profiles
Interviewee # Background/title Professional work Country Consulting or In-
experience (years) house design
1 Engineering design 7 Fl IH
2 Engineering design 25 Fl IH
3 Engineering design 7 Fl IH
4 Industrial design 13 Fl CO
5 Industrial design 14 Fl CO
6 Industrial design 7 Fl CO
7 Industrial design 10 Fl CoO
8 Industrial design 11 Fl CO
9 Engineering design 16 Fl CoO
10 Engineering design 13 Fl CoO
11 Engineering design 17 Fl CoO
12 Industrial design 2 us CoO
13 Industrial design 2 us CoO
14 Industrial design 23 us IH
15 Industrial design 10 us IH
16 Industrial design 7 us IH
17 Industrial design 10 us IH
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4.1. Knowledge acquisition

The interviewees independently gather knowledge relevant to design. Knowledge acquisition was
described both as an ongoing routine activity apparently driven by the designer’s intrinsic motivation.
The need to learn about the latest developments in the domain was taken as an integral part of
practicing design profession. This activity was not always directly associated with any company or
project specific goal in a contrast to more deliberate and purposeful action driven by the needs of
ongoing design and development projects.

Typical sources for knowledge acquisition were the internet, professional magazines, and books.
Designers described constantly following design websites and blogs (e.g. Core77), designer portfolios,
and technology websites and blogs. A few interviewees also mentioned trade fairs or exhibitions, but
this was not focal.

The motivations to learn fell into two categories: goal-oriented and inspirational search. The latter,
inspirational information gathering occurred without a very specific focus and appeared mostly as
maintaining and developing personal skills. Goal-oriented searches were usually motivated by
pressing needs, such as the form factor of a product or mechanical solutions suitable for the project at
hand. Certain phases of projects demanded more intensive knowledge acquisition. This included
benchmarking relevant solutions or related products.

Internet searches were the most typical form of information gathering and inspiration. In this context,
several interviewees described design in a classical way as getting inspiration from something already
existing and transferring it into a new context. As an example, interviewee 8 describes his practices of
knowledge acquisition at the start of a project:

"I end up using quite a lot of time - hours if not days - just going to the library of the
university and browsing through all kinds of magazines and books they have with no
specific focus. | have my notepad and pen with me and | make notes of ideas | have,
like, maybe there could be something like this in the product” Interviewee 8

None of the interviewees described any company-driven, formal knowledge acquisition practices, such
as tracking patent databases. However, if the company held a patent portfolio, it was considered to be
a significant constraint in their work. Exceptions to this, however, were the methods used for gathering
user requirements, in which some interviewees described a disciplined use of user research
methodologies (interviewees 5, 17). Other interviewees however, had a more informal approach to
user research.

4.2. Informal and spontaneous problem framing and solving

Informal interactions between designers were important for idea generation, problem framing, and
creative problem solving. These occur spontaneously without a prior agreement. They typically take
place at the desk of an employee or in the the immediate vicinity of the work stations. A clear majority
of the interviewees (interviewees 1, 2, 3, 5, 6, 7, 8, 9, 10, 13, 14) unpromptedly described a highly
informal and spontaneous style to ideation and problem framing either as typical approach to or the
preferred way of doing design. In addition to spontaneous discussions taking place at the work desks,
informal routine gatherings, such as going out for a cigarette and coffee breaks were reported as
venues for ideation and problem-solving. The following was described by interviewee 7:
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“The method I use is going out for a cigarette. That’s where the problem crystallizes and
the solution appears. Sometimes | go alone, but if I bump into any of the other smokers
on the way, I ask for them to join me” Interviewee 7

Structured idea generation methods were mainly to be used when working with clients or other
external stakeholders. These sessions were typically organized at the start of the project or at major
decision points. However, even in these cases the satisfaction level to the structured approach was not
very high. Some interviewees described ideating with clients highly challenging because the client
representatives were cautious and not in the right mode for creative ideation (e.g. interviewee 7).
Interviewee 11, a project manager, described the ideation sessions with clients at the project initiation
phase to be aimed mainly at collecting the relevant initial and background information on client needs
and constraints, rather than generating new solutions. This view was supported by other interviewees
who also initially focused on problem framing.

The use of structured methods or formal approaches of creative design (ideation, rapid prototyping
etc.) was scarce. None of the interviewees reported actively using structured methods internally.
Furthermore, more than one of the interviewees explicitly pointed that structured group idea
generation methods were poorly suited for internal idea generation needs (interviewees 1, 5, 7, 11).
Structured methods were seen to at times compromise the natural flow of the ideation and hinder the
dynamics of building on others ideas (interviewees 1 and 5). Attempts of utilizing structured methods
had in some cases been clearly rejected by the working community. Interviewee 5 who tried to inspire
colleagues by providing them with commercially available methodology cards:

“For about a week I tried giving everybody one card each day, but nobody went for them.
1 immediately got them back like “you can keep your cards’ (laughs) and I didn’t bother
pushing it for very long” Interviewee 5

In addition to idea generation, none of the interviewees brought up utilizing structured methods for
problem framing and solving unprompted. When directly asked about using them, singular instances
in which light-weight methods such as scoring attributes of different concepts to develop a concept
combining the best possible set of most desirable attributes.

4.3. The importance e of external representations

The traditional skills of design, or craft, played a crucial role in creativity. The creative design
practices were often initiated or facilitated by concrete representations of the idea under development.
For instance sketches, visualizations, 3D CAD, and different types of physical models and prototypes.
These representations were described as key means of approaching the task at hand individually and
collaboratively. This often took the form of a single designer creating representations which then acted
as a catalyst for collaborative work (interviewees 2, 3, 4, 5, 6, 7, 8, 9, 12, 13, 14, 15). Interviewee 8
specifically describes how these representations spark conversation and ideation:

“It’s like a magnet when you model, draw or render something so it’s visible on your
screen or desk. It always attracts the others... ... it always creates discussion and debate
about the possible approaches and solutions” Interviewee 8
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The role of early prototyping and a hands-on approach is highlighted by the interviewee 15, who
describes how a certain employee is often taken in to the process early on due to his ability to
approach problems in a tangible fashion, which the whole team can build and reflect upon:

“So, if it’s early on and it needs to be kind of just, he usually gets it really early on. And
he’s more of a tinkerer, so he’ll just tinker with it.” Interviewee 15

The need for quick external realization of ideas was wide spread. This was also intimately tied to the
technology that augmented designers’ abilities. The important creativity-support tools included
different computer visualization tools (Photoshop, Illustrator, and CAD) but also sophisticated
hardware such as 3D printers for rapid prototyping of 3D product mock-ups.

5. Discussion

In this paper we presented findings from interviews conducted with a number of professional
designers globally concerning their everyday working practices. Our approach to creativity in design
has been that of “nothing special” perspective (Weisberg, 2006; Ward, Smith & Finke, 1999), treating
creativity foremost as a property of the output received from the design process. In this study of
creative design practice, we intended to map which aspects of design creativity would be potential
focal points for research on design creativity and might in future have a high relevance to design
practice. We grouped our central insights from the interviews into three categories: knowledge
acquisition practices, informal and spontaneous problem framing and solving practices, and practices
related to producing external representations of design.

Our findings reveal that there are multiple practices and tools that contribute to design creativity.
Some are design domain specific, some more general. The role of supporting tools seems tremendous
in professional design. The long debate on the influence of CAD to creativity seems pointless. It seems
that designers are ready to adapt any new technologies that will help to improve their output, facilitate
the process, and improve means of communication. What’s more, these creativity support tools are not
only inventions specific to design, such as Wacom tablets or 3D printers, but generic tools (blogs,
Google search) which facilitate knowledge acquisition. In some respect, the technologies are simple if
not even dumb. They are clearly tools to be used according to the designers’ best intention, not active
agents in the creative process, hardly reaching the level of “nanny” in the taxonomy of Lubart for
computational support tools of creativity (Lubart, 2005)

One clear finding is that for many of our interviewees, design remains independent work. There might
be more demand for structured, formal creativity techniques in assignments demanding extensive
group collaboration and in converging knowledge from relevant stakeholders in projects involving a
large number of people. But as long as there are individual responsibilities in design, there does not
seem to be a great demand for formal measures among the professionals.

Formal creativity techniques, such as Brainstorming, did not surface often in the interviews. Their role
seems thus be rather subdued. However, the professionals we interviewed did indicate benefits of
using brainstorming, such as the function of gathering information from clients. This suggests that
even though the formal methods have been used in professional design, the purpose of their use might
have been different from what has commonly been assumed.
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We also found that the studied organizations did not have a structured or a formal approach to
knowledge acquisition. This is somewhat in contrast with the results of Petre (2004) whose field
research in engineering consultancies documented active programs of knowledge acquisition including
patent searches, technical literature reviews, and analysis of legislative requirements and regulatory
standards. Interestingly, we did not observe notable differences between designers working on
different regions in the three dimensions we observed.

5.1. Conclusions and future directions

Many studies of creative design have adopted a specific perspective of drilling into creative techniques
(e.g. Jansson & Smith, 1991; Shah, Vargas Hernandez & Smith, 2003). This has left the overall picture
of design creativity somewhat fuzzy and produced findings contradictory to design practice. For
instance, research has repeatedly found brainstorming to be less efficient in producing ideas than if the
individuals were working separately (e.g. Mullen, Johnson & Salas, 1991). However, by ignoring the
complicated social context surrounding brainstorming in professional design, these approaches
disregard some apparent benefits related to it. For instance, Sutton and Hargadon (1997) found a
different reality in work place ethnographic research. They studied brainstorming as a part of the
larger scale operation in the design agency IDEOQ. Their approach provided insights in to the factors
that make brainstorming popular among practitioners that the traditional studies of brainstorming have
disregarded. They found that designers were highly motivated in team work; teams allowed effective
utilization of knowledge and dissemination of ideas, and working in teams supported social bonding.
(ibid.) This can be taken to indicate that design companies may benefit from systematic “creativity”
techniques once they are adequately modified to match the organizational requirements and adopted
into everyday “routines”.

The initial findings from our study of research practices show that the established methods of design
(skills of design thinking in the modern vernacular) prevail. On the other hand, designers do opt in
new techniques and methods as well as the general public. For instance, knowledge acquisition
methods have been quit transformed since the internet sources have become available. Product
designers also highly value new prototyping tools such as 3D printers.

One could ask whether formal techniques redundant in professional design? The answer is yes,
sometimes. The character of design work requirements changes. Previously people have needed help
to collaborate within large design teams and to work with external stakeholders. One could ask is the
current information overflow presented by the internet soon overtaking individual work? Maybe some
specific tools to facilitate this will emerge. Lindemann argued that creativity supporting methods and
procedures should be generic (2010, p. 28). Based on the reports from our informants, it seems that
there is likely demand for both specific creativity-support tools and techniques (e.g. 3D printing
equivalent for electric prototyping) and generic tools such as easily utilizable electronic brainstorming
tools (see Liikkanen, Kuikkaniemi, Lievonen & Ojala 2011). There would seem to be plenty of
possibilities to study the utilization of different creativity-support tools, such as electronic magazines
and blogs that designers utilize to update their expertise. It would be interesting to find out how the
transition from printed sources and trade fairs to constant stream of digital information influences the
creative output of designers.

Our findings encourage further explorations among real designers. It would seem that the studies of
particular design methods, for instance ideation techniques, conducted in isolation from their real-life
application context provide a biased sight on design creativity. We prefer a future orientation to
creative design research in which rests on the association of research with practice. An example study
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in this vein is Hargadon & Bechky (2006); a study which revealed interactions between people that
precipitate the moments of collective creativity. We hope to see research development in empirical
and theoretical directions which can help us to advance the state-of-the-art in that line of research.
Since this initial report is on the major commonalities in design, in future we hope to find and show
key differences between designers and their organizations using the data we have already gathered and
are currently gathering, maybe shedding light on why some design are more creative than others.
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Abstract: This paper explores the potentials of pragmatist philosophy to enrich the discourse
on design creativity in general and the concept of constraints specifically. The concept of
constraints is central in vanguard creativity research, and recent contributions have begun to
explore constraints as nuanced and situated phenomena. In this paper, we argue that
pragmatism can inspire and inform the study of constraints in design creativity by offering a
coherent and well-developed frame of understanding how designerly inquiry unfolds as a
complex interplay between the designer and the resources at hand in the situation, which may
continuously alternate between constraining and enabling roles, or even take on both roles
simultaneously. Through this, pragmatism can lead to a more situated, dialogical approach to
constraint management and manipulation, thus facilitating new insights into design creativity.

Keywords: design creativity, pragmatism, constraints

1. Introduction

Since Guilford’s seminal inaugural APA address in 1950 (1950), research into creativity has evolved
at a remarkable pace with work spanning several academic disciplines. As one such, design research is
now an expansive field with contributions from psychology, engineering, management, HCI, Al, and
informatics, among others. Much scholarly work in design concerns tangible artefacts and their
contextual appropriation by users, not least within interaction design. Although at the core of most of
such studies, design creativity as a particular phenomenon displayed by skillful practitioners still
appears somewhat impalpable. We have been intrigued by the evasiveness of this fundamental concept
as a seemingly consensually understood term that nevertheless turns out to be a conceptual challenge
when explored in depth. What Johnson-Laird (1988) notes on creativity, that it is often most beneficial
to define it a posteriori, seems to apply to design creativity as well, as it is typically conveyed as a part
of a concluding summation of concrete project findings. Rather than follow that avenue of thought, we
deem it more fruitful to contribute to advancing the understanding of design creativity by extracting
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the concept and considering it in the light of John Dewey’s seminal work on pragmatism. As we will
argue, Deweyan pragmatism has influenced the development of design theory so a natural step, we
claim, is to look at design creativity in a pragmatist perspective. To ensure the topicality of this
analytical stance, we turn toward vanguard creativity research based on psychology and philosophy.
There, we find a growing interest in the complex role of constraints as both enablers and restrainers of
creative agency, and, notably, a conceptual shift toward a more situated, even dialogical understanding
of constraints that mirrors key thoughts within pragmatism. In itself, pragmatism sheds light on key
issues in current design research, however, the pragmatist concept of inquiry seems especially potent
for understanding design creativity when the latest work on the complex role of constraints as a
creative resource in design processes is taken into account as well.

To ensure the concept of design creativity comes to the fore of the paper, we begin (2.) by presenting
key aspects of ongoing constraints research, not least the aforementioned shift toward a more situated
understanding of constraints as elements open to creative manipulation by the agents involved. We
then proceed to introduce the pragmatism of John Dewey (3.), which leads to our discussion (4.) of
how pragmatism, informed by constraints research, may enrich the concept of design creativity,
especially with regard to design as an inherently technological mode of inquiry and the understanding
of design creativity as an emergent, situated, reciprocal, and distributed phenomenon. Finally (5.), we
end the paper by briefly considering paths for future work. In order to ensure a satisfactory treatment
of the core aspects of the paper, our focus is primarily theoretical. We are hopeful that the contraint-
oriented pragmatist understanding of design creativity presented here will form the basis for in-depth
case studies in future work.

2. From problem-solving to creative manipulation of constraints in design

As argued by (Gross, 1986), most design-related disciplines emphasize the presence of constraints as
vital to an understanding of the creative process itself. Some take the argument even further by stating
that: “[/formally], all design can be thought of as constraint satisfaction, and one might be tempted to
propose global constraint satisfaction as a universal solution for design” (Chandrasekaran, 1990, p.
65). Breaking away from seminal work in problem-solving, notably (Simon & Newell, 1972), recent
attempts to reframe processual design creativity have looked toward metaphors to advance the concept
(Casakin, 2007). Other theory contributions address the topic generically (Weisberg, 2006), or
conceptualize it as ‘requirements engineering’ (Maiden et al., 2010) or as a question of ‘balance-
seeking’ (Salustri, Eng & Rogers, 2009), to name a few examples. As noted by Johnson-Laird (1988,
p. 202): “to be creative is to be able to choose among alternatives”, which is in alignment with many
observations by Boden (2004). A key aspect of any creative activity is the agent’s ability to handle the
constraints presented by the given situation in a constructive, innovative manner that ensures creative
progression, regardless of whether the aim be a final design, a cake recipe, or a haiku poem. At a basic
level of definition, ‘constraints’ may be considered more or less synonymous with ‘requirements’, e.g.
(Nuseibeh & Easterbrook, 2000), or in a practice-oriented scope as: “limitations on action [that] set
boundaries on solutions” (Vandenbosch & Gallagher, 2004, p. 198). Advancing beyond such brief
expoundings, however, entails terminological diffusion and conceptual opacity as no comprehensive,
cross-disciplinary theory of creativivity constraints has yet been introduced.

Theory contributions to constraints research feature mainly three disciplines: architecture, psychology
(seasoned with artistic experience), and philosophy (practical rationality). These contributions range
from cubic typologies of design constraints (Lawson, 2006, p. 106), to strategies for allegedly creating
artistic breakthroughs by merging dichotomies, e.g. by combining a horizontal and vertical perspective
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in a visual work of art (Stokes, 2006; 2009). The latter of the three contributions does not focus on
creativity, but presents an array of useful, conceptual clarifications such as the basic distinction
between intrinsic (primarily immanent in the material itself such as bulk density), imposed (by agents,
clients etc. in the form of budgets, deadlines, and other demands), and self-imposed constraints (self-
restraint brought into the situation by the agent herself in expectance of a beneficial, more creative
result) (Elster, 2000, pp. 175-269). Although each of these contributions have helped advance research
into the relation between constraints and creativity, the disciplinary gaps and lack of shared scope and
terminology remain significant.

Rather than taking the constraints ‘at face value’, recent meta-studies (Onarheim & Wiltschnig, 2010)
and cross-domain explorations (Biskjaer, Onarheim & Wiltschnig, 2011) specifically targeting design
research have shown a consensual understanding of the complex, dual role of constraints as being both
restraining and enabling for creative agency. The complexity of this both-and characteristic by which
the same creativity constraint such as the choice of a particular design material may simultaneously
open/enlarge and close/reduce the problem/solution space (Dorst & Cross, 2001), has been represented
in various ways, e.g., via divergence/convergence (Léwgren & Stolterman, 2004, pp. 29-30; Biskjaer,
Dalsgaard & Halskov, 2010). Other theorizations aim to show this dual role by asserting distinctions
of constraints such as hard vs. soft (Elster, 2000, p. 190), essential vs. incidental (ibid., p. 4), fixed vs.
flexible, or strong vs. weak (Stacey & Eckert, 2010, p. 249).

What is important in order to help optimize creative performance on the path toward highly original
results regardless of domain is the reflective approach of the creative agent. This means that current
research into constraints has yielded an important, gradual change through which the very properties
of the constraints themselves, not least how they affect creative agency, has been brought to the fore.
No longer considered unmalleable by definition, recent theory suggests that even the most rigid,
inviolable constraints such as the essential need for medical equipment to be sterile (aseptic) may be —
and in fact not rarely is — ignored during the design process if it thereby helps yield a more innovative,
final design (Onarheim, 2012). The four strategies of constraint manipulation outlined in this study are
blackboxing, removal, introduction (of new constraints), and revising (of existing ones). Inspired by a
cross-domain study displaying four patterns of similitude based on analyses of the role of constraints
in experimental filmmaking and industrial design in plastic pharmaceuticals (Biskjaer et al., 2011), we
wish to further argue for scaffolding a new, more refined conceptualization of constraints emphasizing
the agent’s unbound, personal, creative decision-making as well as the practical outcome and concrete
usefulness of such decisions. We are currently taking steps in that direction in an attempt to advocate
not only an increased alertness toward the active role and empowerment of the creative agent in the
design process, but also a more pronounced emphasis on her ability to engage more experimentally in
the design situation itself exactly by way of manipulating and playing with the constraints at hand, be
they fixed or flexible, voluntarily chosen, or imposed by colleagues or clients. Such a reflective, yet
open-minded approach to the design situation itself based on skillful management of constraints and
evident domain knowledge seems a promising path to follow in order to better grasp the impalpability
of design creativity. This conceptual shift toward a more situated or dialogical understanding of and
engagement with even the most rigid constraints bears resemblance to key aspects of a Deweyan
pragmatist design philosophy, and it is our contention that such a constraint-oriented, pragmatist
stance on design can help shed light on and qualify design creativity, which is at the core of design
practices. To be able to present this view, we now proceed to give...
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3. A brief introduction to the pragmatism of John Dewey

Pragmatism is a school of thought that emerged in the United States toward the end of the nineteenth
century. There have been a number of different and to some extent incongruent interpretations of basic
assumptions in the field from the very beginning, see e.g. (Talisse, 2002). However, the different
perspectives are joined by a series of basic tenets. Chief among these tenets is the pragmatic maxim,
which is the proposition stating that the meaning of our conceptualizations of the world must always
be evaluated based on their consequences and implications in practice: our experience in practice-
based action precedes doctrines. This is a tenet that unites pragmatism in opposition to rationalist
philosophy. Here, we will address one specific strand of pragmatism, that of John Dewey, to scaffold
our discussion of the potentials of employing pragmatism as a perspective for understanding design
creativity. Due to the scope of the paper, we have selected a set of four central concepts from Dewey’s
rich oeuvre, which are particularly salient for our discussion of design creativity in general and
constraints in particular, namely the concepts of situation, inquiry, transformation, and technology.

Situation

Deweyan pragmatism posits that all human activity is situated to the extent that neither the subject, nor
phenomena in the world, can be understood outside of the situation. A situation is constituted by the
subject and the surrounding environment, including others, artifacts and physico-spatial surroundings
as well as social constructs. Our thoughts and actions, as well as the meaning of events and ojects,
must be understood in the context of the situation of which they are part. The situation is therefore not
something that can be described without taking into account the subject(s) who are part of it. Nor can
we understand the subject without looking at the situation in which he/she is placed. In other words,
the subject and the situation are reciprocally co-constitutive (Dewey, 1998, pp. 66-67).

Inquiry

Situations may be experienced to be more or less stable and comprehensible. Dewey employs the term
determinate to denote a stable situation in which the subject has a firm understanding of things; in
contrast, indeterminate situations present themselves to subjects as instable and unpredictable. When
we face indeterminate situations, we may label them as being problematic for us, in which case we
will often embark upon a process of inquiry in order to bring an end to the instability, either by getting
a better understanding of them, or by actively changing the situation: “Inquiry is the controlled or
directed transformation of an indeterminate situation into one that is so determinate in its constituents
distinctions and relations as to convert the elements of the original situation into a unified whole”
(ibid., p. 108). Dewey describes the process of inquiry as progressing through states of 1) recognizing
that a situation is problematic, 2) identifying the aspects or components of a situation that causes it to
be problematic, 3) forming conceptualizations of how the situation may be resolved, and 4)
experimenting with and carrying out actions based on these conceptualizations in order to resolve the
situation and make it determinate. As an extension of the pragmatic maxim, this implies that the
conceptualizations must prove their worth in practice by helping the subject resolve the situation. In
this way, Deweyan pragmatism moves beyond the theory-practice dichotomy and instead views
knowledge and theories as active phenomena that are formed and reformed through experimental
action in the world. It must be stressed that Dewey views the stages of inquiry as highly intertwined
and iterative, rather than a fixed model for problem-solving; e.qg., later stages of the process may reveal
to the subject that the initial understanding of the situation and the problems at hand were improper
and thus instigate a new line of inquiry on the basis of a revised understanding of the situation.
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Transformation

The goal of inquiry is transformation. As Deweyan pragmatism considers the situation the assemblage
of subject, physical surroundings and things, other human actors, and social constructs, the
transformation may apply to one, several, or all of these entities and their relations: “Situations are an
intimate, interconnected functional relation involving the inquirer and the environment. The resolution
of a problematic situation may involve transforming the inquirer, the environment, and often both. The
emphasis is on transformation” (Dewey, 1925-1953, X, p. 33). Transformation can thus be construed
as quite non-disruptive when the subject learns something new about the situation, which causes him
to see it in a new, determinate way, whereas transformation may be highly disruptive in cases where
all entities of the situation and their interrelations are altered through the course of designerly inquiry.

Technology

The final concept we will treat is technology. In Deweyan terms, technology is a broad, and inclusive
concept that denotes the use of resources, means, or instruments to reach an intended result. In this
understanding, technology is thus deeply connected with the three preceding concepts: technologies
are almost always already part of a given situation. They scaffold the process of inquiry, and they help
us transform the situation and may in turn be transformed, since they are co-constitutive components
of the situation. Given our focus on constraints and design creativity, one of the central understandings
that Dewey’s notion of technology brings us is that technologies have a complex, reciprocal nature.
Firstly, technologies help us see certain things in a situation, they act as lenses through which we
perceive certain phenomena in the world, all the while concealing or obscuring other phenomena.
Secondly, technologies can serve as extensions of our faculties for thought and action, enabling us to
understand and act in ways that were not possible without them. Thirdly, technologies that become
integrated into our lives can guide our thoughts and actions in ways that we may not be consciously
aware of. And fourthly, technologies themselves change over time as they are developed.

4. How can constraint-oriented pragmatism enrich insights into design creativity?

Having outlined a rough sketch of these tenets of Deweyan pragmatism, the obvious question of how
it can enrich our understanding of design creativity and constraints arises. We shall answer this in two
tempi: firstly, by looking at how pragmatism resonates with design in general; secondly, and more
extensively, by offering a more specific discussion of how pragmatism may inform and inspire our
understanding of creativity and constraints in design.

Regarding the coupling of pragmatism and design, the notion of inquiry — understood as the mode of
action and thinking by which we identify problematic aspects in our surroundings and intentionally
strive to transform them — lies at the centre of pragmatist thinking. This resonates with design, which
is inherently an interventionist discipline in which we bring our action and reflection to bear on
identifying potentials for positive change and devise new methods, services, products, and
environments to that end. By extension, the notion of ongoing experimentation is central to both
design and pragmatism. The Deweyan perspective stresses how inquiry is an ongoing process of
experimentation in which reflection and action are intertwined as conceptualizations are informed by,
directed at, and tried out in practice. These experiments have the potential to transform all components
in the situation: the designer may be transformed by gaining new insights that alter his view of the
problem at hand; existing technologies and products may be re-aligned; new products and services
may be developed and introduced into the situation; existing routines and practices may be changed;
people’s perception of the situation and their potential for acting in it may be altered; or, as is often the
case, several or all of these aspects may change reciprocally as a result of designerly inquiry.
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A series of past contributions have explicitly employed pragmatist perspectives to inform the field of
design, among these McCarthy & Wright’s felt life perspective on interaction (2007), the work on
aesthetic interaction design by Petersen et al. (2004), Dalsgaard’s work on designing for inquisitive
use (2008), and the aforementioned work by Schén on reflective design practice (1983). The most
widely recognized pragmatist contribution to design is arguably Schon’s exploration of designers as
competent practitioners in The Reflective Practitioner (1983) and Educating the Reflective
Practitioner (1987). Notions such as “reflection-in-action”, “reflection-on-action”, “problem setting”,

“framing”, “reframing”, “repertoire,” and “seeing as” have been influential in understanding the
design process and the competencies of skillful designers.

We will devote the remainder of the paper to a more thorough discussion of how pragmatism may
inform and inspire the understanding of creativity and constraints in design. Given the scope of the
paper, we will focus on three main implications of adopting a pragmatist perspective, namely that it
prompts an understanding of design creativity as an emergent, situated, and reciprocal process; that
design is an inherently technological mode of inquiry; and that creativity is a distributed phenomenon.

4.1. Design creativity as an emergent, situated, and reciprocal process

Pragmatism conceptualizes inquiry as a fundamentally creative endeavor as it marks out as a departure
from habitual thinking toward re-alignment of one-self and the environment in which alternatives to
the present state are imagined and brought about. Creativity, in a pragmatist perspective, is not solely a
cerebral activity. It is instigated by and — to varying degrees — directed toward environmental
conditions, and it is embodied and externalized through the act of creating. The Deweyan perspective
thus offers an understanding of design creativity as an emergent and situated phenomenon that
comprises both action and reflection, and arises reciprocally as an interplay between the subject and
the environment. Creativity is a common trait; it is not the exclusive domain of gifted creative
individuals. This does not mean that everyone exhibits and explores creativity to the same extent, for
the capacity for creativity may be honed, and we may be placed in, or actively seek out, situations that
place demands on creative practice. Indeed, honing the capacity for creativity is often accomplished by
being in challenging situations, to the extent that for instance artists will set up such challenges for
themselves as well as for those who encounter their works, as explored in (Dewey, 1934). We will
argue that this pragmatist conceptualization resonates clearly with the notions of self-imposed
constraints in contemporary design creativity research. These conceptualizations may also help us
develop our understanding of such constraints by considering how they fit into the assemblage of the
situation, most prominently with regard to how they can be employed in the process of transforming
the situation into a determinate state. During the crucial first stage of inquiry, such constraints become
a technology for directing the design process by helping the designer name and frame the problem,
and at later stages they can serve as means to stabilize the situation by the way in which they
simultaneously enable certain ways of understanding and acting while ruling out others.

4.2. Design as an inherently technological mode of inquiry

A further consequence of the pragmatist perspective is that it prompts us to consider a more inclusive
notion of self-imposed constraints. In a Deweyan understanding, technology is a broad and expansive
concept, referring to the use of an artifact or a construct to carry out a task or to achieve an objective.
Since designers draw upon numerous resources and instruments — be they semantic, social, or physico-
spatial — in the inquiries at the centre of design, design can be considered an inherently technological
activity. Technology, in this perspective, is not limited to being a means to an end, something that we
employ to facilitate our actions in the world once we have a pre-formulated plan for how to transform
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the situation we are in. Technology is always already present, in our repertoires and habits formed by
past experience, and in numerous forms in our surroundings. This pervasive nature of technology
means that it also frames, directs, and scaffolds our experience of the world: “... technological arts, in
their sum total, do something more than provide a number of separate conveniences and facilities.
They shape collective occupations and thus determine direction of interest and attention, and hence
affect desire and purpose” (Dewey, 1934, p. 345). Even technologies that are widely construed to be
functional tools frame and shape the experience of inquiry in which they are employed; for instance,
Johnson (1997) has explored how different text technologies such as pen and paper, typewriters, and
word processors affect the ways in which we think about and engage in the writing process (ibid, p.
145). If we bring this perspective to bear on the notion of constraints, it prompts us to consider how
the tools and resources we employ in design in themselves serve a dual role as constrainers and
enablers of our inquiry. In some situations we may well be aware of this dual nature, but this is not
necessarily so. Indeed, it is often the case that the more proficient we become at employing specific
technologies, the more they shift into the background and the less we consider what they are, precisely
because they become taken-for-granted extensions of our faculties and means for acting.
Consequentially, a part of becoming a skilled designer can be understood as internalizing technologies
that not only enable, but also constrain how we perceive, interpret, and act.

4.3. Design creativity as a distributed phenomenon

The reciprocal traits of enabling and constraining also present themselves in the relations between the
designer and the design situation. The environment is not a passive recipient to the actions of the
subject; it responds to the subject as he tries to transform the situation in creative action. Schén (1983),
building directly on Deweyan thinking, has explored this phenomenon through a dialogical metaphor
under the label of “situational back-talk”, stressing that designers need to (1) accept that back-talk is
intrinsic to design, and (2) to embrace it as a resource for moving toward design solutions that are
well-aligned with the specific situation and all of its tensions and challenges. Design creativity can
thus be described as a distributed phenomenon between inquirer(s) and technological resource(s). On
a semantic level, creative inquiry can for instance be distributed between inquirer and language, which
Dewey considered to be: “the tool of tools” (Dewey, 1925/1981, p. 134). Poets, for example, often
introduce linguistic constraints such as particular poem structures to establish simultaneous tensions
and affordances in the writing process. Physical instruments for creative inquiry are often easier to
observe and lend themselves well to study. A palpable example of this is how designers use sketches,
models, mock-ups, and prototypes when exploring potential future forms of an artifact. In a pragmatist
perspective, these provisional forms are more than just ways of communicating ideas; they are a
crucial part of the creative work: they serve as an extension or distribution of imagination and allow
for the designer to bring the world into the process and enter into multiple reflective conversations to
explore potential futures. This understanding of distributed creativity in design is akin to the theory of
distributed cognition, developed by Hutchins (1995), which holds that cognitive processes occur
beyond the individual and can be distributed across people and technologies. A further development is
found in Gedenryd (1998), who builds upon both Dewey and Hutchins to develop the term interactive
cognition to denote the distributed process of creative inquiry, and the term situating strategies to
denote the particular method of employing resources in the situation to augment imagination: “Quite
simply, these techniques re-create the various parts of this situation that do not yet exist. To make
interactive cognition work well, the designer has to create her own working materials; before the
world can become a part of cognition, the designer has to create it” (Gedenryd, 1998, p. 157).
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5. Concluding remarks and future paths for conceptualizing design creativity

It seems appropriate to begin by acknowledging that ideally, we would have liked to also relate the
theoretical findings of this paper to some of the design projects our lab has been involved in. Such a
two-fold strategy, however, lies beyond the scope of this paper. Instead, our aim has been to focus on
the fecundity of introducing a constraint-oriented, pragmatist conceptual framework to contribute to
inspire and inform ongoing research into design creativity. In our view, one of the main reasons the
notion of design creativity suffers from the current, terminological cloudiness is the fact that not even
‘creativity’ is consensually understood; a terminological diffusion that becomes even more significant
within design research (Askland, Ostwald & Williams, 2010). Given the fact that some scholars argue
that the notion of creativity may be traced back to pre-Socratic philosophers, even ancient mythologies
(Mason, 1988), it is quite remarkable that no philosophy of creativity, including a cohesive, conceptual
framework, has yet been introduced, although it seems to be slowly emerging, see (Stokes, 2006;
2008; Gaut, 2010).

One of the main arguments presented above is the contention that the importance of constraints in
creative activities is gradually being transformed. What current studies of designers suggest is that
even inviolable constraints are often being challenged, at least for a while, to allow for a more situated
or dialogical, approach to constraint management or better: constraint manipulation. This changing
conceptualization of constraints and their relation to creativity, including design, has recently been
echoed by leading creativity researchers, notably in an authoritative anthology of creativity research
(Kaufman & Sternberg, 2010). As a very young discipline, design obviously relies on much work
within related areas of research, which forces it to look both back toward previous contributions to
theory that might help qualify its ongoing theoretical advancements, as well as toward vanguard
currents in creativity research. In this paper we have done both. Deweyan pragmatism offers a well-
developed framework for addressing how creative inquiry in design plays out as an interplay between
the creative agent (i.e. the designer), and the resources given in the actual situation. This complex
dialectic interplay resembles the duality of constraints as adhering to both opening/expanding and
constraining/delimiting the problem and solution space for the designer. Until a more unifying theory
or even philosophy of creativity, encompassing both design and other forms of creative practice,
should arise, we hope to have offered a contribution to the advancement of insights into the complex
and intriguing concept of design creativity by building on both past and present theorizations.
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Abstract: This paper weaves together some of the basic ideas about surprise, and creativity,
in the context of design. Situations in which design surprise might occur are identified, and a
few are discussed in more detail. The goal is to identify areas where additional theoretical,
experimental and computational research might be beneficial, leading to the ultimate goal of
computational design systems which produce artifacts that are judged to be creative.
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1. Introduction

There is no such thing as a creative computational system, only ones that produce artifacts that are
evaluated as creative. Hence, to build computational design systems that produce artifacts that will be
judged to be creative, we need to understand more about how artifacts get evaluated.

Evaluations have strengths; therefore artifacts may be seen as more, or less, creative. In addition, the
evaluation of creativity is multidimensional. Any evaluation in a single dimension results from the
evaluator’s biases about how to combine dimensions, where the biases of the evaluator affect which
dimensions get weighted more highly. Those biases get changed over time, and change according to
the situation. The evaluator may be the designer, someone else (e.g., a user), or a computer program.

Evaluation is based on:
o the knowledge, experiences, context, feelings and preferences of the evaluator;

o the type and degree of exposure to the thing being evaluated (e.g., see, touch, manipulate, or
use) (Ludden et al., 2008);

e the “norms” for the relevant population to which the evaluator belongs (e.g., novices, experts).

If computational design systems are going to be reliably judged as creative they will need to be able
aim towards creative solutions: hence they should be able to evaluate their own work, both during
designing and at completion. Hence evaluation is a key research area.
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Many writers have mentioned novelty as one of the dimensions used to evaluate whether an artifact is
creative, and some mention value or utility (Boden 1994) (Maher & Fisher 2011) (Sarkar &
Chakrabarti 2011). Fewer discuss the role of surprise in evaluation: creative products often seem
surprising at first. For example, Besemer (2006) includes it in a set of nine dimensions that she has
discovered are used by people to evaluated product creativity (Brown 2008).

As surprise is part of creativity evaluation, computers may need to be able to be surprised by their own
work, and be able to judge the likely surprise of others. Note that we are concerned here with cognitive
surprise, and not any physical or emotional aspects.

In this paper we describe Boden’s model of some types of creativity, then the eight types of surprise
described by Ortony & Partridge. Next we discuss the criterion of radical originality, followed by an
exposition of 24 contexts for surprise, finishing with an examination of some of these contexts.

2. Boden’s model

Boden (1994) writes about a conceptual space: i.e., all the concepts that can result from a synthesis
system (human or machine) using its knowledge. The “space” is just the collection of artifact
descriptions (e.g., about designs, poetry, or music) that is possible given that knowledge and those
synthesis mechanisms.

For convenience, from here on we’ll refer to an “artifact”, with “description” implied, even though for
design an artifact is a realization of a description. We will use the term “artifact” instead of “design”
in order to try to allow for some generality.

Boden refers to first-time newness (FTN) as a property of those artifacts that have not been generated
before (i.e., they’re new), but which fall inside the conceptual space. She considers that these FTN
artifacts cannot be judged to be truly creative, as the synthesis system is just “exploring” the
conceptual space (i.e., finding new examples from the space, such as a beige milk jug, not a white
one). As a consequence, this has been termed exploratory creativity (EC).

Boden (1995) in response to criticism admits that exploratory creativity “can offer surprises
comparable to the surprises provided by transformational creativity” (more on the latter below) —
note that this does raise the question of why those surprises might be comparable. However, she writes
of “mere” exploration to emphasize the difference. Several researchers do not denigrate this kind of
creativity quite a much (Ram et al. 1995) (Schank & Foster 1995) (Beghetto & Kaufman 2007)
(Brown 2011).

It seems that the perceived weakness associated with exploratory creativity hinges on the fact that
FTN artifacts, in principle, either were, or could have been, ‘expected’. The implication is that
exploring leads to less surprising results, and, as surprise factors into our evaluation of creativity, those
results are less creative.

An expectation is some sort of description of, or proposition about, an artifact (e.g., milk jugs have a
handle). An expectation can be satisfied or violated when matched with a description of a newly
generated artifact. An expectation violation resulting from such a mismatch produces one of the most
common types of surprise. “Mary had a little lamb, wasn’t the doctor surprised” surprises both the
doctor, and you, with expectation violations.

So, for FTN artifacts within a conceptual space, we make the assumption (for now) that expectations
about those artifacts are similarly limited to that space. Those expectations are deducible in that they
could be produced from the knowledge base being used for synthesis. However, Ortony & Partridge
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(1987) refer to practically deducible expectations, adding a touch of realism, because they are trying
to describe a plausible cognitive model.

They do not provide a detailed explanation of what constitutes “practical”, just stating that it should
“not require many and complex inferences”. It’s likely that what is practical or not depends on the
situation. For example, given a design and plenty of time to examine it visually, and perhaps
physically, it is certainly possible to be surprised by inferred expectations about the artifact as more
data about it is gathered. As such, “practically” is very much like the term “real time”, in that it
depends on the current situation and its temporal constraints. Note that using the term “deducible” is
not intended to make any claims about the kinds of reasoning involved.

Clearly, not all expectations about artifacts are necessarily “practically” deducible. Some may be
deducible but not practically. As a consequence we can consider two kinds of FTN expectations:
practically deducible (PD) expectations and those that are deducible, but not practically deducible
(NPD). The amount of effort involved for each is different, as the reasoning chains will be longer,
and/or more complex in the NPD case: i.e., you will get an expectation eventually. The collection of
deducible expectations (D) consists of the union of PD and NPD: i.e., D =PD U NPD

The PD expectations can be further subdivided. Imagine working on a design problem, having framed
the problem in a certain way. Some of one’s knowledge would be in focus, or active, as it is relevant
to the task at hand, while other portions would not currently be in use.

Active knowledge might include recently made decisions, for example. As a consequence of that and
other active knowledge, there would be active expectations (A). For example, having decided that a
width was 1 mm, there might be an immediate active expectation produced that the length would be
less than some amount due to strength requirements. Active expectations are available for matching as
soon as an artifact is presented. This is clearly in the PD class, as when matching is done (e.g., with
the actual length), no inference is needed: the expectation is already present.

Even if the active knowledge did not produced active expectations, the fact that it is being focused on
allows expectation inference to be fast. These active knowledge expectations (AK) are also be in the
PD class, as when matching is done and expectations need to be tested, a relatively small amount of
reasoning is required to produce them.

One can imagine a class of PD expectations formed from knowledge outside the active knowledge:
i.e., not active knowledge expectations (NAK). Deducing those expectations will take a little longer.
So, PD = AU AK U NAK, and each type has the potential for producing useful expectations.

For completeness, it is possible to conjecture knowledge that does not combine with other knowledge
and the existing reasoning mechanisms to allow expectations: i.e., expectations are not deducible
(ND). That knowledge would not to be useful for synthesizing any FTN artifacts either.

Ram et al. (1995) consider creativity to be in the context of a task and a specific situation. This
“pragmatic context” influences and restricts the kinds of the knowledge and the reasoning that are
used: i.e., it affects what is deducible. This allows a designer to use strategic (i.e., “meta’) reasoning to
change the context, changing what is in D, and hence in PD too.

3. Surprise

There is little detailed discussion about the role of surprise in creativity, the mechanisms that underlie
surprise, and surprise in creative design specifically. An important recent review paper about
computational surprise is “Artificial Surprise” (Macedo et al. 2009). The seminal paper from Al is by
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Ortony & Partridge (O&P) (1987), describing the role of expectations in cognitive surprise (N.B., this
does not address emotional or physical responses).

O&P introduce eight types of surprise, divided into two categories, one where expectations are
practically deducible (PD), and one where this is not possible (NPD): i.e., given the current knowledge
something could not easily have been expected. They propose two cases of surprise with PD
expectations. An active expectation case (A) where the expectations have been already been produced
(i.e., “T expect this”). A passive expectation case allows for situations where expectations can be
made active on demand (i.e., “could I have expected that?”). This passive case corresponds to the AK
U NAK expectations described above.

O&P suggest that violations of active expectations should produce more surprise than violations of
passive expectations, presumably because the knowledge involved in producing active expectations is
more relevant to the situation. If active knowledge is the source for active expectations, perhaps that
represents the more typical, more frequent propositions.

O&P suggest another distinction that affects the amount of surprise: the typicality of the content of the
eXpectation. For example, an expectation that a desk has a flat top is about something you’d expect of
all desks, while an expectation that a desk has drawers is about something typical. So a new artifact
can contradict an expectation where the knowledge involved is considered to be immutable (i.e.,
always true), or an expectation representing something typical. Note that this is a continuous
dimension; however, O&P take two values for convenience.

One would expect violations of immutable expectations to be the strongest, and stronger than
violations of typical expectations. It is probably also affected by the degree of typicality, the belief in
(or evidence for) that degree value, and whether the expectation was active.

There is on-going discussion about how the amount of surprise is produced (Macedo et al. 2009;
Maguire et al. 2011). One view favors some form of probability-based surprise, and another considers
surprise to be relative to the degree to which “representation updating” is required to make sense of
the new event: i.e., if an event is very different from an expectation, but can easily be explained, its
surprise will be lowered. In this paper we try to remain as neutral as possible about these views.

In addition to PD expectations, there are also situations where expectations are not practically
deducible (NPD). O&P suggest that even the fact that nothing was deduced is in itself surprising.

In the NPD case there can be no ‘active’ expectations. They refer to a kind of passive expectation that
can result in “a conflict between the input proposition [i.e., the artifact] and what, after the fact, may
be judged to be normal or usual™: i.e., the conflict is “on the basis of deviations from the norms”.

O&P give the NPD example of a finding a person levitating as contradicting “immutable” passive
expectations. Having a rock come through one’s window is given as an example of contradicting
“typical” passive expectations: but it too (under normal circumstances) is not practically deducible.

Notice that the conflict they describe is between the input (e.g., a person) and a proposition about what
is “normal or usual”. However, that judgment requires some kind of inference (e.g., induction from
examples). But if it is inferred then this makes it practically deducible! That proposition about what is
normal is a passive expectation, and must be in the PD class. This contradicts O&P’s claim that this
kind of surprise occurs in the NPD situation. Hence we must conclude that contradicting norms is a
special case of PD, and that given O&P’s model there are no NPD examples of surprise. This seems
wrong initially, but clearly what is practical can be situation dependent: i.e., there are examples, but
not in this situation.
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Interestingly, despite previously following O&P very closely, Macedo has pared down his model of
surprise (Macedo et al. 2009) to remove NPD cases, without stating it as explicitly as we have above.

4. Expectations about surprise

In Macedo & Cardoso’s (2001) multi-agent system, agents produce descriptions of new items for other
agents to inspect. Each agent considers a variety of possible new items, evaluating each for the amount
of surprise it is expected to cause in other agents. As there is potential benefit from causing surprise,
the most surprising design is chosen.

Normally, this evaluation would require a model of the other agents’ knowledge: i.e., you have to
know the other agents’ norms in order to violate them. In that system it can be done because there is a
single, shared, frequency-based scheme (i.e., the norm) for calculating the amount of surprise, and
therefore no need for models of what other agents know.

Designer agents form expectations for each possible new item about how much other agents will be
surprised. We will refer to these expectations as surprise expectations (S). We conjecture that a
human or computational system making design decisions can be motivated by the goal of producing
creative artifacts, hence they might intend to surprise, and could have S expectations.

The S expectations appear to be ‘active’. They are not deducible at the design knowledge level, but
should be at the design process meta-level. S expectations will not be included with type A
expectations, as despite being active they are not directly about the design.

In Macedo & Cardoso’s system, because of the shared model of surprise, the S expectations will be
confirmed. However, in general, if the evaluator is not surprised by the design, then the designer’s S
expectation fails, causing the designer to be surprised (“Wow! I thought they’d be surprised!”).

5. Radical originality

Boden’s view of the newness needed for what she considers to be true creativity, and not “mere”
exploration (EC), is the kind of “radical originality” that results from changing the conceptual space.
As the space needs to be transformed, this is referred to as transformational creativity (TC).

The resulting new, creative artifacts are in the transformed space, but not in the original space. They
could not have been expected using the original knowledge (for the old conceptual space), because
those expectations do not apply to the new conceptual space by definition: i.e., expectations about
complete new artifacts are not deducible for the new space using the original knowledge.

Boden suggests that these new artifacts, resulting from the transformation, would be “surprising”. She
does not say what this means, nor for whom this will be a surprise. We assume that she means that
expectations are violated, and that this is at least surprising for the external evaluator.

The transformation might be produced by relaxing constraints, abduction, induction, analogy, or by
some other method. Other possibilities include mental simulation, reinterpretation, emergence,
explanation, and merging/combining knowledge from other less pragmatically related areas. For more
discussion of transformations see Ritchie (2005; 2006) and Wiggins (2006).

Boden also writes about combinatorial creativity. While EC and TC cases are defined in terms of the
space of possible concepts, combinatorial creativity is a way of generating new concepts by combining
existing ones. Note that this can transform the conceptual space. As this type of creativity is more
about ‘process’ it is categorically different from EC and TC, and appears to be an example of how to
produce a new artifact in a transformed space.
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Consider the transformational creativity of a designer who has transformed the conceptual space: she
now has new, recently formed knowledge. As before, we assume that the designer can now form an
expectation about any new design that they might generate using this new knowledge.

Ritchie (2005) is unusual in that he uses “the perspective of the individual assessing the artifact”, thus
putting the onus for transformation on the evaluator: i.e., the evaluator needs to transform his or her
own conceptual space so that the designer’s artifact ‘fits’ into the transformed space. This resonates
with Schank’s theories of “creative explanation”, as well as the theory (Maguire et al. 2011) that
surprise is concerned with revising knowledge to explain the difference between the expectation and
the artifact.

Table 1. When and How Surprise Occurs

EXPLORATORY TRANSFORMATIONAL
DESIGNER EVALUATOR DESIGNER EVALUATOR
PARTIAL A 1 4 7 10
DESIGN
AK 2 5 8 11
NAK 3 6 9 12
COMPLETE A 13 16 19 22
DESIGN
AK 14 17 29 23
NAK 15 18 21 24

6. Contexts for surprise

At this point we can ask in what situations surprise might occur, and whether the classes of
expectations, A, AK, and NAK, can affect the type of surprise that might be produced if each were
violated. A key issue is how surprise can occur for EC, in addition to TC. The other variables that
affect the context for surprise are whether the expectation is used with a complete, finished design or
with a partial design during the design process. As the designer may or may not be the evaluator, both
cases need to be considered: i.e., who gets surprised. This produces 24 contexts for surprise (Table 1).

For example, the surprise in cases 1, 4, 7, and 10 represent situations where active expectations about
a partial design are violated, while 2, 3, 5, 6, 8, 9, 11, and 12 are passive expectation violations. It is
most likely that only the designer will see partial designs, while both the designer and the evaluator
see complete designs. The most significant outstanding question is “how can a designer be surprised
by their own design?”.
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7. Discussion

Ritchie (2005) discusses what Boden might mean by a conceptual space, distinguishing between an
artifact-set, and a space-definition. The former is the actual set of artifacts that constitute the space,
while the latter is “a more compact definition of possible artifacts”. The space-definition is knowledge
that can be used to generate new artifacts, while known artifacts in the artifact-set can be used for
case-based reasoning as well as expectation formation.

Imagine that space-definition knowledge can be modeled in rule form. Clearly, a designer can know
the rules, but not necessarily know in advance all the results of successive applications of these rules.
It is highly unlikely that much of the space is already known: probably occurring only in very routine
situations (Brown 1996). As Boden (1995) points out, exploration can take us to “regions that were
previously unsuspected” and show us boundaries “in surprising places™: i.e., the designer is surprised.

Using natural language as an example, the phrase “half a pair of purple trousers isn’t really better than
none” might be in the space of sentences (i.e., artifacts), but it would fall into a “previously
unsuspected” region: before now, that is. This corresponds to exploratory creativity.

Another possible argument for why a designer might surprise themselves, in both EC and TC cases,
can be made if we consider a conceptual space to be formed from concepts. Rosch (1999) describes
the “Graded Structure/Prototype” view of concepts as: not having clear cut boundaries; not having
necessary attributes to determine membership; having gradations of membership; containing a rich
amount of information about some situations; and being very flexible. She considers concepts to be
“situation based and participatory rather than identification functions”, strongly tied to contexts and
situations. This makes the conceptual space much fuzzier and unpredictable than, for example,
something generated by a formal system. Given this view it is much easier to envision that a designer
might be surprised by some intermediate or resulting design.

One possible situation where a designer might be surprised by their own partial designs is if they are
sketching. Sketching allows the possibility of recognizing unexpected associations with other design
concepts, or finding emergent properties (Suwa et al. 1999). In this way their expectations (probably
“active”) will be violated resulting in surprise about a partial design. It is even possible that such
associations might be ‘fuel’ for a transformation of the conceptual space.

A general issue for the TC case is whether expectations can be formed as easily for the transformed
space as for the original conceptual space: after all, the original space is more familiar and more
explored already. It seems likely that until the transformed space becomes familiar, TC artifacts will
cause surprise for the designer as she will tend to produce expectations from the original conceptual
space. This is clearly just a hypothesis, but a plausible and interesting one.

Referring back to the natural language example, the phrase “lovely chubby babies sleep quietly” could
be recognized as the result of known rules (EC), and even expected, but in the TC case, “awkward
blue concepts feel furiously” is surprising, even though we can infer that relaxation of semantic
constraints must have been involved in the transformation of the space.

Let us assume that an external evaluator shares the same original knowledge, and the same original
conceptual space, as the designer. They will both be able to produce active or passive expectations
about any design in the original conceptual space: although not necessarily the same at the same time.
However, using that original knowledge, they will not be able to produce expectations about complete
designs in the transformed conceptual space. However, despite that, it is possible that some
expectations about properties of designs in the transformed space are shared with those in the old
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space, as not everything about the new designs will be radically new. As Boden (1995) points out,
“some aspects of the previous space need to be retained”.

Consequently, the designer, using their original untransformed knowledge, should be able to try to
evaluate their own new TC designs for creativity. Some of their expectations will be satisfied, but
some will be violated due to the changes brought about by the transformation. Their surprise will
result in the same way as an external evaluator’s might if they share the same original knowledge.

Alternatively, the evaluator might have enough design ability and experience to have an expanded or
different conceptual space, able to produce active or passive practically deducible expectations about
some TC design solutions. So, depending on the overlap between the designer’s transformed space and
the evaluator’s expanded space, in some situations the evaluator would not be surprised by TC
solutions, and sometimes they would have surprise from expectation failure.

In general, however, the designer’s knowledge may be quite different from the evaluators (e.g.,
customer, professor, CEO, etc.). For example, in case 22 (Table 1) a complete TC design is evaluated
by an evaluator with an active expectation and she is surprised. Active expectations can be caused by
prior knowledge of that product type, with knowledge of examples, probably plus extensive
knowledge of typical similar products. The correctness of an expectation depends on the closeness of
the design to existing products. Note that if the evaluator has access to intermediate versions of the
design (i.e., partial) then this might allow them to produce additional expectations.

The evaluator could even know requirements and have mentally produced a rough design themselves,
producing expectations about many of the design decisions: much as was done by the Active Design
Documents system (Garcia et al. 1993).

In situations where redesign is being done — perhaps due to the evaluator having done an evaluation
of which aspects of a rough/conceptual designh might be seen as creative, as Besemer (2006) suggests
— they might have quite strong, active expectations about the outcome.

When the evaluator has the same original knowledge as the designer then their expectations will be
mostly limited to the untransformed design space. To be surprised the evaluator must be faced with
properties of the TC design that do not arise from old knowledge. In situations where the designer has
more knowledge than the evaluator, even exploratory creativity might be quite surprising to the
evaluator, and TC designing is sure to be. In a situation where the evaluator has more knowledge than
the designer, it is more likely that the evaluator’s expectations will be satisfied (i.c., they’ve seen it
before). So while it might be P-creative (Boden 1994) for the designer, it will still not be surprising
for the evaluator (similarly for cases 23 & 24, and passive expectations).

Maguire et al. (2011) emphasize the difference that this kind of sophistication can make; pointing out
that a “flying rabbit” would be very surprising for an adult, with strong (immutable) expectations, but
“more easily accepted” by a child. However, they propose that adults tend towards generalized
representations that allow easy integration of surprising events. Children however find most things
surprising, as what representations they have are still quite specific and hard to integrate with. An
interesting issue is whether the expectations themselves can vary from general to specific, thus
changing the matching process with the artifact, perhaps changing the way expectations are “violated”.

Horn & Salvendy (2006) confirm that expectations influence product creativity evaluation. If a
product falls short of expectations it can lead to “disappointment” and “dissatisfaction”: but pleasure
and emotional arousal affect judgments of creativity. These effects are claimed to apply across each
dimension of the evaluation (e.g., novelty).
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8. Conclusion

This paper has attempted to present and weave together some of the basic ideas about surprise, and
creativity, in the context of design. Situations in which design surprise might occur have been
identified, and a few were discussed in more detail. This provides a framework in which to consider
situations where designers or evaluators might be surprised.

The background goal of this work is to identify areas where additional theoretical, experimental and
computational research might be beneficial, leading to the ultimate goal of computational design
systems that produce creative artifacts.
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Abstract: Play has started to be recognised as having an affect upon the creative design
process, but mainly in terms of playing with prototypes. In this study we explore play a little
further to understand more about the type of play and its affect upon the creative process. We
look at physical, imaginary, social and non-related play, in relation to solving a creative
problem. Surprisingly, the condition with the highest scoring and fastest completion times
was the non-related play condition. This would suggest that there is more going on than just
iterative feedback when a person is playing in the creative design process. Relatively new
research has started to show that play may also be important because of the intrinsic
motivation that is inherently part of the nature of play. This intrinsic motivation and elements
of autonomy have also been shown to have an affect upon people’s feelings of well-being.
This study supports the idea that play may be even more important to the creative process
because of the affect it has upon a person’s ‘state of being’.

Keywords: play, autonomy, creativity

1. Introduction

Brown and Vaughan (2010), Kelley and Littman (2002) and Schrage (1999) contend that play is an
important aspect of the creative process. Sutton-Smith (1966, 1992) stresses the role of play in the
development of flexibility in problem solving. We are interested in why play is an important aspect of
the creative process. In a previous study (Loudon and Deininger, 2011) we explored the role of play
and prototyping in creativity. The results of that study raised the following questions:

e Does play support creative problem solving?
e Does play need to be related to the task at hand?
e Does the form of play affect the creative problem solving performance?

The aim of this study is to try and answer these questions. In looking at the question of whether play
needs to be related to the task at hand we are actually asking the question of whether the role of play is
directly connected to prototyping or whether there is something deeper going on.
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1.1. Play as an altered state

Play has often been defined as being a spontaneous activity that is joyful, having the absence of
consequences and the removal of constraint (Lieberman, 1977; Gordon, 2008). Brown and Vaughan
(2010) describe play as being an altered state, exploring the possible in which joyful emergence
occurs. Csikszentmihalyi (1996) describes the concept of ‘flow’ during the creative process where
people have the feeling of things as ‘“almost automatic, effortless, yet highly focused stated of
consciousness”. Csikszentmihalyi highlights nine elements of flow:

There are clear goals every step of the way; There is immediate feedback to one’s
actions; There is a balance between challenges and skills; Action and awareness are
merged; Distractions are excluded from consciousness; There is no worry of failure;
Self-consciousness disappears; The sense of time becomes distorted; The activity
becomes autotelic.

These ideas of play as putting a person into an altered state or as being an aspect of the ‘flow’
experience suggest that there may be a deeper element to play. In previous studies we have been
looking at the affect of ‘state of being’ upon creativity (Deininger and Loudon, 2011). This study may
shed more light on the link between play and creativity in terms of ‘state of being’.

2. Methodology

To explore whether play supports creative problem solving and if the form of play is a factor in
creative problem solving we chose to use Duncker’s candle problem (1945) as the creative problem
solving challenge. Duncker’s candle problem has been used in a wide variety of psychological studies
and is accepted as a good creative problem-solving task. In this task the participants sit at a table next
to a corkboard. On that table are a candle, a box of drawing pins and book of matches. The task is to
attach the candle to the wall, without wax dripping onto the table when the candle is lit. We modified
the task because books of matches are not so easily available and boxes of drawing pins rarely come in
cardboard boxes as described by Duncker. Therefore we provided a standard (cardboard) box of
matches, a candle and a handful of loose drawing pins. See figure 1 below.

Figure 1. The candle, box of matches and drawing pins used in the task
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The task was then presented in written form and participants were allowed to write or draw the
solution. Fifty participants were selected from a larger group of undergraduates of the product design
and architecture departments. Participants in the study had no previous knowledge of Duncker’s
candle problem. Participants were randomly assigned to five different conditions to see what effect
different forms of play had on solving the problem. Ten participants were in each condition.

These conditions were:

ICDC2012

Once upon a time you went into an enchanted forest. You went there because you
had heard that there was a magic castle on the other side of this forest. You had
decided that today was the day you would go to that castle. As you entered the
enchanted forest you saw bushes filled with lovely berries to eat. You felt hungry
but decided not to stop and pick the berries. You came across lovely patches of soft
green grass but you did not lie down on them, as you were determined to get to the
castle. You even saw playful pixies trying to tease you into chasing them. But you
kept going through the forest.

Eventually you came out the other side of the forest and before you stood a rather
grand but rather strange looking castle. It was not round but not square either. It
was quite tricky to find the entrance but being rather clever, you ended up finding
how to enter the castle. After you entered you found yourself standing in front of a
magnificent spiral staircase. You decided to climb the staircase. At the top of the
staircase was a cosy little room. Feeling rather tired by now you went into the
room to see if there was somewhere to sit.

Standing in the room was a wise old wizard, and he said, “Ah, I have been waiting
for you.” He continued, “You have shown that you are perhaps worthy to be my
apprentice. You have passed through the enchanted forest without being distracted
or tempted to stay. You have found the entrance to the castle and you were brave
enough to climb the spiral staircase and enter this room. Now you have just one
more task to complete which will show me that you are meant to be one of my
apprentices. And of course you answered “What must I do, oh great and wise
master?” The wizard points to a table. On this table you have a candle, a box of
matches and some drawing pins. You need to attach the candle to a wall (cork
board) so that it does not drip onto the table below.

unthreading their bodies without letting go of each other’s hands.

Social Play: In this condition participants were allowed to communicate with each other via a
Facebook application on their mobile phones. They were instructed not to talk to each other
during the task.

Imaginary Play: In this condition the participants were given the task in the form of an
imaginary story. The imaginary story was:

Non-Related Play: In this condition, before being told of the task, participants were asked to
take part in a game that was not related to the challenge. The game used was the ‘Human
Knot’. In the ‘Human Knot’ game all of the ten participants were asked to stand in a circle.
Then, each person was asked to place their hand in the middle of the circle and to grasp
another person’s hand — then they do the same with their other hand, ensuring that they take
the hand of a different person. The group then tries to unravel the ‘Human Knot’ by
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e Physical Play: In this condition the participants were given the actual materials (the candle,
the box of matches and the drawing pins) to manipulate in order to help them solve the

problem.

e No Play: In this control condition, participants were just given the written instructions and
asked to solve the problem.

All participants were given a maximum of five minutes to complete the task. All participants
attempted the task and recorded their solution independently. The time taken for each person to
complete the task was recorded. If the solution was not completed within the assigned time, it was
recorded as a time of 5 minutes.

3. Results

Figure 2 below shows an example of one participant’s correct solution. Figure 3 shows an example of
another participant’s incorrect solution.

You have a candle, a box of matches and some drawing pins,

Play Task

Write or draw your solution below:

4

You need to attach the candle to a wall (cork board) so that it does not drip onto
the table below.

8

N
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Figure 2. An example of a correct solution to the problem
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Figure 3. An example of an incorrect solution to the problem
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In terms of the ‘Social Play’ condition only a limited amount of conversation took place on the
Facebook application. See Figure 4 below. Some ideas were shared on how to solve the problem. It
was observed that participants were also using the Facebook application for their own personal use. It
was reported by some participants that there was not enough time to use the Facebook application

effectively.
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Creativity Task UWIC

y Please share your ideas on how to solve the creativity challenge here

Like - Comment - Share - 9 October 2011 at 17:34 -

Don't have a clue!
Like - Comment - 10 October 2011 at 13:48 via Mobile -

likes this.

Unlike you wes D
_a 10 October 2011 at 13:49 - Like

Use the match box to stop it dripping?
Like - Comment - 10 October 2011 at 13:47 via Mobile -

likes this.

So.. what's the answer??
Like - Comment - 10 October 2011 at 13:51 via Mobile -

Shut up
Like - Comment - 10 October 2011 at 13:50 via Mobile -

RECENT ACTIVITY

Creativity Task UWIC joined Facebook. - Like - Comment

Can we attach the matchbox to the wall with the drawing pins?
Like - Comment - 10 October 2011 at 13:48 via Mobile -

Hmmm...
Like - Comment - 10 October 2011 at 13:49 via Mobile -

Who are you
10 October 2011 at 13:52 - Like

| don't think we can talk, just talk over this Facebook group
Like - Comment - 10 October 2011 at 13:46 via Mobile -

Figure 4. The Facebook conversation amongst participants in the ‘Social Play’ condition
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Figure 5 below shows the overall number of correct solutions for each condition. The ‘Non-Related
Play’ condition and the ‘Social Play’ condition had the highest number of correct solutions (6 out of
10). The ‘Physical Play’ condition had the next highest number of successful solutions (4 out of 10),
followed by the ‘No Play’ control condition (3 out of 10) and then finally the ‘Imaginary Play’
condition (1 out of 10).
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Figure 5. The number of correct solutions for each condition

Figure 6 below shows the average completion times, in seconds, (including 95% confidence intervals)
for each condition. The results show that on average, participants in the ‘Non-Related Play’ condition
had shorter completion times (M = 141, SD = 31) than participants in the ‘No Play’ condition (M =
233, SD = 74), the ‘Imaginary Play’ condition (M = 270, SD = 51), the ‘Physical Play’ condition (M =
252, SD =101), and the ‘Social Play’ condition (M = 252, SD = 79).
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Figure 6. The average completion times for each condition, including 95% confidence intervals
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The completion times were analysed using a univariate analysis of variance. There was a significant
effect of condition, F(4,45)=5.17, p=0.002. The completion times were analysed between two
conditions at a time. Note that we used an alpha level of 0.05 for all statistical tests. Table 1 shows
that there were significant differences between the ‘Non-Related Play’ condition and all other
conditions.

Table 1. Significance of differences between completion times of ‘Non-Related” Play condition with
other conditions

Conditions F-test Statistic (F values) Statistical Significance (p values)
No Play 14.00 0.002
Imaginary Play 46.60 0.000
Physical Play 10.99 0.004
Social Play 17.09 0.001
4. Discussion

After analysing the results it is clear that the ‘Imaginary Play’ condition had the lowest performance
both in correct solutions and completion time in relation to the ‘No Play’ condition. There is no clear
indication as to why this may be the case. One possibility could be that the story did not clearly
communicate the task. Another reason could be that there was a large amount of text to read, which
may have been strenuous for some students.

The ‘Physical Play’ condition had a higher number of correct solutions and a longer average
completion time in relation to the “No Play’ condition. Even though the number of correct solutions
was higher than the ‘No Play’ condition it was only marginal. This condition is closest to a
prototyping process therefore it was somewhat surprising that there was only a marginal difference in
performance, in relation to the ‘No Play’ condition. Prototyping is largely regarded as one of the
fundamental elements of the design innovation process therefore we would have expected a much
higher number of correct solutions (Kelley and Littman, 2002).

The ‘Social Play’ condition had a higher number of correct solutions and a longer average completion
time in relation to the “No Play’ condition. This was not expected, as there was only a limited amount
of interaction through the Facebook page. It had also been observed that the participants were
distracted by going onto their personal Facebook pages. Perhaps this distraction was also a factor in
the creative problem solving performance. Wallas (1926) and more recently Dijksterhuis and Meurs
(2006) have established that the element of distraction can have a positive effect upon creativity. It
could also then be said that this form of distraction may be another type of non-related play.

A surprising result was that the ‘Non-Related Play’ condition had a higher number of correct solutions
and a much shorter average completion time, in relation to the ‘No Play’ condition. The question is
why? Brown and Vaughan (2010) and Csikszentmihalyi (1996) have touched on the idea that play
may be linked to an altered state. From the definition of ‘flow’ there seem to be three particular
aspects that are present in the ‘“Non-Related Play’ condition. These are: there is no worry of failure;
self-consciousness disappears; and the activity is enjoyable. What may be emerging is that the non-
related play activity was not only enjoyable but was free of performance expectations. Deci and Ryan
(1985) suggest “that the concept of flow represents a descriptive dimension that may signify some of
the purer instances of intrinsic motivation.” To be truly intrinsically motivated a person must also feel
free from pressures, such as rewards or contingencies. “The concept of intrinsic motivation is simply
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another way of saying that people are interested and enjoy what they are doing” (Cameron, 2006). The
controlling nature of extrinsic motivation has been found to be detrimental to creativity (Amabile,
1996). It has also been suggested that intrinsic motivation occurs when action is experienced as
autonomous or self-determining (Deci & Ryan, 1985). It would seem that non-related play displayed
the characteristics that define an intrinsically motivated activity.

If we look at both the ‘Non-Related Play’ and the ‘Social Play’ conditions, both exhibited an element
of autonomy because they were not related to the task at hand. This autonomous element has often
been related to prototyping exploration (Schrage, 1999). However, researchers have also found a link
between autonomy and overall well-being (Pink, 2009). This would suggest that autonomy could also
be related to the ‘state of being’ of the person carrying out the creative task. In previous studies we
have found that ‘state of being’ does play a role in the creative process (Deininger and Loudon, 2011).
‘State of being’ seems to be more of a factor in the current study than prototyping itself. The findings
of this study seem to suggest that a non-causal relationship is having a greater affect upon the creative
process than a causal one.

5. Limitations of the study

As only fifty participants were involved in the study, covering five conditions, it is difficult to draw
too many strong conclusions from the results. This is especially true with regards to the limitations
imposed in the ‘Social Play’ condition where participants stated that they did not have enough time to
use the Facebook application effectively, and therefore the amount of social play involved was limited
and the comments became more goal orientated. In the ‘Imaginary Play’ condition information on the
imaginary story was presented in a written form and again could have been presented in a more
playful and immersive form. It could be argued that the ‘Non-Related Play’ condition also had an
element of social and physical play. Finally it might have been useful to understand how engaged each
participant felt in their play condition after completing the activity.

6. Future Research

This study has highlighted a very interesting, possible link between play, autonomy, state of being and
creativity. We plan to explore these possible relationships more deeply at a quantifiable and
qualifiable level in future studies.
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Abstract: The creation of jewelry involves processes, which are often very experimental and
intuitive, encompassing both the creative process and production techniques. In this paper,
which is based on a recently realized research project in narrative jewelry, we will reveal and
reflect on the process of creating and producing a series of jewelry pieces, based on a
narrative musical work - The Carnival of the Animals. Due to the nonlinear process of the
project and the co-evolution of drawings, narrative illustrations and jewelry pieces, the project
is part of the emergent paradigm of design methodology. Taking into account the dominant
role of perception in the creative design process, we will explain and reflect on the jewelry
project through the application of the Perception-in-Action Model, which is based on the
emergence of design solutions in a co-evolutionary process guided by perception.

Keywords: design cognition, design methodology, narrative jewelry, creative process,
perception

1. Introduction

Over the last thirty years, scientific interest in the creative thinking and working process of designers
has grown rapidly. Research in design cognition started with the increasing criticism of the rational
design methodology in the 1980s. Numerous researchers who studied the cognitive processes of
designers have demonstrated, that the creative design process is too complex to be reducible to mere
linear ‘problem-solving’ or ‘information-processing’ (Lawson 1986, Schon 1983, Cross, Dorst &
Roozenburg 1992, Goldschmidt 2003, Oxman 2002). Designers decide what to do and when, on the
basis of the personally perceived and reconstructed design problem or task. This perspective is
confirmed by the theory of Radical Constructivism, which points out that perception and recognition is
exclusively a reorganization of previous experiences (Schmidt 1992, 2000). Constructivist authors
challenge the existence of an objective ontological reality and recognize the plurality of perception.
According to authors such as Schmidt, Von Glasersfeld or Roth, our brain is a functionally closed
system that operates on the basis of generic evolution, cultural patterns and earlier internal experiences
(in Schmidt 2000). Therefore, these authors describe the brain as a ‘self-referential’ and ‘self-
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explaining’ system, which doesn’t have direct access to the world but which constructs and presents
‘reality’ only for itself and within itself. Consequently, perception operates as a ‘self-organizing-
information-system’, based on our own personal history, which explains the fact that designers
interpret the same given design problem in quite different and subjective ways. According to
constructivist theory, perception is always ‘interest guided’, based on our own personal history, and
thus, perception is our interpretation and assignment of meaning (Roth 2000). All new design
solutions emerge, grow and mature during the creative process in an interaction with the situational
system of the project.

In this paper, we will reveal the creative design process of a series of jewelry pieces and reflect on the
importance perception had in the evolution of the project and the emergence of the semantic and
material solutions. In the field of jewelry, often the content of the creative process is as, or more
interesting than the finished object. While some product and communication designers and design
agencies publically expose their creative design processes and the tools they applied (see the example
of IDEO in Kelley & Littmann 2001), in jewelry it is extremely difficult to find documented examples
of the complete process of a project, either to protect the work from the danger of copies, or simply
because many jewelers do not feel the need to explain or justify their work. The master project-thesis
which the first author (Aurea Pereira) developed in 2011, oriented by the second author (Katja
Tschimmel), is one of the first works in which the creative thinking process of a jewelry project is
made public.

2. Narrative jewelry and the importance of perception

From the many approaches to jewelry, the narrative is the one that asks for a more profound
understanding of its meanings and content, that leads observation to a process of interpretation
(Besten, 2006). And, though we can find many examples sharing the same principles and intentions in
the Middle Age and Victorian Era, according to Cunningham (2007) the term “narrative” has been
associated to jewelry only since the XX century, since the jewelry maker manipulates meanings and
contents in a conscious manner. In his PhD Thesis on European Narrative Jewelry, Cunningham
defines the narrative jewel as a wearable object constructed by an author with a clear intention of
communicating a message, through a wearer, to a viewer. Telling a story and transferring its narrative
essence through different means implies the study of several elements related to the communication
process. The same narrative source, when adapted to a different language, receives the perceptive and
interpretative contribution, not only from the author or narrator, but also from the semantic language
used in its representation.

What the designer perceives with all his senses while reflecting on a design task, has a profound
impact on how a situation is interpreted and how design solutions are developed. To be innovative in
design, to be able to think about new narrative and material possibilities, the designer needs to liberate
himself from routines of perception. Only a non-stereotypical perception and the subsequent
connection of two remote perceptions or mental patterns can lead to new, original solutions (Koestler
1964, De Bono 1996). An automatic, unconscious and uncontrolled perception generally blocks the
creation of new ideas and products, since people tend to organize the stimuli of their environment to
facilitate easy, fast and well-known solutions. For this reason, creative thought processes can only
emerge in three kinds of perceptual phenomena: 1. by a confusion in sense perception (as in the case
of the deafness of Beethoven), 2. by malfunctioning parts of the brain (in the case of schizophrenia or
drug-induced hallucination) or 3. through a conscious, goal-driven and attentive perception
(Tschimmel 2009). An intentional perceptual process, oriented toward the on-going project, can above
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all prevent a stereotypical perception and thus be part of a creative thought process. Some cognitive
researchers, who deal with the phenomenon of conscious perception and its disturbance, hold the
opinion that "conscious awareness is a sort of focusing of the brain on its own internal processes, most
important at a given moment" (Roth 2000: 252). Thus at the moment a jewelry designer is looking for
new semantic and narrative possibilities, he has to recall relevant information from his memory to
respond to the contextual conditions of the project. A creative perception of the situation depends
mainly on the designers’ previous experience and from his ability to handle his wealth of experience in
a flexible and imaginative way, applying creative thinking operations, such as associative thinking,
thinking in analogies, visual reasoning and perception with all of the senses.

3. The methodological approach: The perception-in-action model

Each time we, design researchers, observe, describe and visualize a creative design process, we have
to choose in which design paradigm we are moving, because the understanding of design creativity is
influenced by the dominant methodological paradigm of the moment. To expose the creative process
of the first author’s master jewelry project, we chose the Perception-in-Action Model, which was
developed by the second author (Tschimmel 2005, 2009, 2011), considering the importance a
deliberately oriented perception had in the development of the semantic and material solutions and
expression of the jewelry pieces. The name of our model is homophonicaly based on the
methodological design paradigm proposed by Schon (1983), the ‘Reflective Practice’ with it’s
Reflection-in-Action Process. Doing this, we are not denying the importance of reflection, but shifting
the focus from the reflection mode to the perception mode. With the concept of Perception-in-Action,
we observe and describe the design process as a process of consciously challenging stereotypical
thinking, searching for new perspectives and semantic solutions inside the tasks domain. The objective
is the posterior establishment of connections between perceived impulses and elements of the project.
Obviously none of this is possible without reflection. It is perceptual reflection that we consider the
essence in the creation of new realities. The Perception-in-Action Model suggests the deliberate use of
perception as a tool in the creative process, in order to promote originality by disengaging perceptive
routines towards finding new perspectives. It is not only visual or verbal stimuli that intervene in the
creative process. The designer can find new ideas by being alert to his perceptive capabilities. Texture,
smell or sound can trigger creative mechanisms that will enrich solutions if brought as a strategy to the
surface of consciousness. In fact, the designer’s subjective perspective of reality and personal
experiences play an important role in this process. This perceptive awareness extends to the
appropriation of chance as another factor to promote new solutions. Even some mistakes, properly
analysed, are potential paths towards originality, as we will show in our case study (4.4).

The procedures involved in the Perception-in-Action Model are defined in 5 stages: 1. the perception
of the task, 2. the perception of new perspectives, 3. the perception of new semantic combinations, 4.
the perception of new solutions in model constructing and 5. prototyping and the perception of the
users’ reaction (Tschimmel 2009, 2011). Each one of these procedures implies an advance in the
design process, although each resulting solution space (Sx) interacts with the rest of them in a non-
linear way, establishing new relationships between the different aspects of the design and helping to
better define the problem/task (p/t). Design problems can’t be defined, reformulated, developed and
solved without thinking at the same time about possible solutions.
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Figure 1. The 5 stages of the Perception-in-Action process where at any moment, chance can
influence the perception of the problem/task and of the actual design situation.

4. The jewelry project

The design task of the jewelry project examined here, was the creation of a series of jewelry pieces
with a narrative approach, using drawing and illustrations both as a tool and as a part of the final
result.

4.1. The perception of the task

The first phase of the Perception-in-Action process is the perception of the problem/task (p/t). The
designer (Dx) analyses and interprets the design task, on the base of his previous personal and
professional experiences, his world vision and a recalling of relevant memorized information for the
project (Tschimmel 2011). The first step to better define the task of our jewelry project was to choose
a narrative source to interpret visually. As narrative texts, according to Bal (1997), can use different
languages such as written words, visual means or sound to tell a story, as long as they’re constructed
by an agent who interconnects several elements with a clear intent to communicate a message, the
source chosen as a starting point to this project was a musical suite - The Carnival of the Animals
(original: Le carnaval des animaux). This musical suite, by the French Romantic composer Camille
Saint-Saéns, is divided into fourteen movements and its narrative structure includes an introduction, a
presentation of a variety of characters and a final theme. The choice of a musical narrative instead of a
written text was for two main reasons: the difficulties in finding a written story interesting enough to
illustrate, that had not already been over-explored, and the perceptive possibilities offered by a
language with a higher level of abstraction.

After choosing the narrative source, we have structured the project in two main stages. First, we
visualized the music and represented it through a series of illustrations. Second, based on visual and
symbolic aspects explored in the illustrations, we created a series of jewelry pieces.

To help visualize the music, and after initiating research on this musical suite, we listened to each
theme analyzing its content, in order to identify useful characteristics to interpret visually. The
elements selected consisted of: characters involved, actions that took place and the general atmosphere
of the theme. From this analysis Aurea Pereira, chose a couple of key words that summarized our first
subjective perception and interpretation.
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Figure 2. Diagram of key words that summarized the subjective perception of the musical expression
of the 14 movements

4.2. The perception of new perspectives

In the second stage of the Perception-in-Action process the designer is consciously working on new
perspectives of the design task, selecting various stimuli which will be integrated into the design
process and which can help to produce original ideas. In our project, the reinterpretation of earlier
aspects of the project is the result of the exploration of the music’s narrative through drawings and
illustrations. The insertion of illustration, as an intermediate stage between the original narrative text
and the creation of jewelry pieces, allowed a broader approach to the story, for it not only enables a
different perspective, but also enriches the interpretation by exploring a different language in a first
approach. Drawings and illustrations need a slow, intense and thorough perception, permitting the
designer to appreciate the different relations between the music, the visual expression, the future
artifact and the individuals and their characteristics. Graphic representations are both, a result of a
mental process and a spur to further mental activity from the designer. While drawing, through the
interaction of line, form, symbols and ideas, new characteristics, unconnected to the design task,
appear which hadn’t been planned by the designer (Tschimmel 2011). In the jewelry field, drawing is
mostly used to register and communicate ideas, an initial step, subordinated to the final object. And
there are even jewelers that dispense with its use, starting the creative process along with the
production in the final materials. But as drawing allows us to transcend the limits of reality, it can be
used to stimulate imagination and not only to solve technical problems. In our project, the illustrations
had a double function: Firstly as a part of the final result, they place the jewelry pieces in a context and
secondly they are an impulse for ideas in the next stage of the process — the jewelry making. Other
kinds of drawings were also used throughout this project to register ideas, visualize the solutions or
present them to others. In order to frame the application of this tool in our project, we used Lawson’s
taxonomy that divides drawing types by its function on the design process: Presentation Drawings,
Instruction Drawings, Consult Drawings, Experiential Drawings, Diagrams, Fabulous Drawings,
Proposal Drawings and Calculation Drawings (Lawson 2004). Most of the drawings included in our
project relate to at least one of these drawing types, though we found no corresponding category for
the illustrations as generators of ideas, which we called “Ideation Drawings”.

As the illustrations are meant to work as Ideation Drawings, the illustrated elements were chosen to
create situations, narrative moments suggested by music, explore line and texture details, without
previously intending to find solutions for the jewelry pieces. Through them, we searched for a visual
translation for our interpretation of the situations described by the music and for a “tone” that could
correspond to the broad musical suite atmosphere. For instance, we associated the Aviary to the idea
of freedom (key-word), for this theme song’s melody suggests movement and birds singing. As the
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title, Aviary, describes a place where birds are kept, we decided to present open cages on the
illustration, suggesting the idea of freedom through the emptiness left in the place they were trapped
before.

Figure 3. Illustration/Ideation Drawing for the “Aviary”

As this project involves a series of 14 moments to be illustrated, there was the need to alternate
constantly between a visualization of each individual illustration, with its specific problems, and the
global narrative formed by the whole set of drawings. To make it possible, we used a storyboard,
where we placed copies of the illustrations that were being updated and where we could easily connect
them to improve the results by establishing relations between them.

4.3. The perception of new semantic combinations

The second phase of the project consisted on the creation of a series of jewelry pieces based on the
previous series of illustrations, whose main function, at this point, was to generate ideas for semantic
and symbolic solutions. In the previous stage, the solutions found through the illustrations added a
subjective perspective to the narrative which was continued onto the creation of the series of jewelry
pieces. Searching for new semantic expressions, the perception of elements founded by chance led us
to surprising solutions by analogical thinking. As we included references from childhood in the
drawings, we decided to maintain a playful atmosphere for the jewels, using toys as inspiration and
asking for an active participation in some of the pieces. Taking, as an example, the same musical
moment presented previously, the Aviary, we started from the shape of the cages that are suspended in
the drawing and seem to move with the wind. We noticed that the cage in the front is unfinished, like
it appears from the bottom of the frame. So, the first idea was to explore the shape of a sectioned
three-dimensional cage.

Through Proposition Drawings, we analyzed this shape and decided to turn it into a ring, using the
hoop from which the cage is suspended to adapt this object to the human hand. Also through these
drawings, we developed a few solutions to make this an interactive object. The final object consists of
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a ring and a holder, where the ring fits. By taking the ring from its holder/cage, the wearer reveals a
birds’ beak, suggesting the song of a bird that has been set free. We called this ring “Somewhere Not

Here”.
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Figure 5. Storyboard of the series of jewelry

In this stage, there was also the need to use a storyboard with the jewelry pieces in progress, to create a
similar visualization of the narrative as we did with the illustrations. Through drawings of the jewels,

we analyzed their shape, meaning and relation with the complete series in an easier, practical way.
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4.4. The perception of new solutions in model constructing and prototyping

The fourth stage of the Perception-in-Action model is characterized by the material development of
the project. Although many of the materials were already chosen when we began the process of
making the jewelry pieces, it is at this stage that the object is tested and may still undergo some
improvements and major changes. In a narrative jewelry project, the focus is on the communication of
messages, therefore even the materials should contribute to the story telling. Silver, the main material
used for the pieces in this project, places them in the jewelry field, distinguishing them from the
universe of real toys. Even links and other elements needed to fix the jewels to the body were carefully
chosen to avoid polluting the message. So, we chose cotton cords to substitute chains and, since they
are colored, we selected their color according to the palette used in each corresponding illustration.
Besides the color, the cotton cord was used to add meaning to the jewels by using its length to place
the piece in a particular area of the body. For instance, the pendant for the Kangaroos is attached to a
brown cord whose length indicates it belongs over the belly region, relating it to the marsupial pouch.
The experimental character of this stage led us to make some technical mistakes that we bore in mind
and used later to create certain effects. In particular using lost wax, whose behavior when melted has a
certain level of unpredictability, we analyzed rejected experiments and learned to use its “wrong”
effects in other more appropriate solutions.

4.5. The perception of the users’ reaction

During any of the previous four phases or in the final phase of the Perception-in-Action process, the
new product can be tested by target users. In our jewelry project which is still not completely finished,
an exhibition is planned where the series of jewelry and illustrations will be presented simultaneously,
along with photos of each jewel placed on the body. This exhibition will allow viewers to see the full
story and to interpret it using their own subjective references and participating in the narrative process.
We also plan to register some of the visitors reactions by asking them to choose one piece and, as
Cunningham did with one of his brooches, to describe what they see and what the piece makes them
think of. Apart from the interaction with the narrative artifacts, the appropriation of its meanings to a
self-referenced story is as valuable as the translation of the maker’s intended message, for it enriches
and continues the narrative itself. Still, the perception and reaction of the visitors to this exhibition will
probably contribute to a rethink of parts of the jewelry pieces which may lead to some formal or
material modification, since the main concerns in the creation of this jewelry were more related to
meaning and content than to usability. The viewers’ perspective can be especially useful to change
these jewels into more wearable pieces, to be reproduced in small handmade series, in the future.

5. Conclusions

Describing and reflecting on the creative process of our jewelry project, it has become clear that in the
intuitive, reflective and emotional process of the project, perception played a very central role. In a
perceptive dialogue between her imagination and her graphic representations, Pereira identified,
altered, reinterpreted and improved situations and elements of the design task. Applying the
Perception-in-Action model to our analysis, we want to emphasize that all original and innovative
design is the result of an intentional liberation from the routine of perception - the routine of the
designer’s perception, and also the routine of the users’ perception. The important role of drawings
and illustrations in the evolution of the project showed that drawing is an extension of mental imagery
in jewelry. By drawing, the designer expands the problem space of the project task, to the extent of
including and even discovering, new aspects, which he/she considers relevant, as much as through a
subsequent interpretation of the graphic representations. The activity of drawing in this jewelry
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project, clearly served as a kind of modulation of the narrative problem space. Due to the amount of
illustrations and jewelry pieces involved in this project, their progress and revaluation required a
constant perception of the narrative as a whole. The use of storyboards allowed Pereira to relate each
artifact to its series, transferring characteristics from one to others and adjusting its individual features
to the coherence of the group.

Our jewelry project proved also, that in the Perception-in Action process, the designers’ models of
reality and personal experience of all sorts, which he/she relates to the situational factors of the
project, underlie every decision.
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Abstract: As a creative problem solving process, product design involves designers’ prior
experience. This study investigates the effects of prior experience on the product designers’
creativity as well as notes the differences in their design process. The sketches from a design
task performed by senior and graduate students in product design department are examined
via Zaltman Metaphor Elicitation Technique. The mental map revealed the difference of their
design process according to the different degree of prior experience. Furthermore, the
sketches are rated by four expert designers by Creative Assessment Technique. We found that
product designers with higher prior experience can produce more creative outcomes.
Theoretical and practical implications of these finding are discussed.

Keywords: prior experience, sketch, creativity, Zaltman Metaphor Elicitation Technique
(ZMET), Consensual Assessment Technique (CAT),

1. Introduction

Creativity has been defined as the ability to restructure old ideas to produce singular inventions (Heap,
1989) and to apply original thinking (Coyne, 1997). The creativity process involves combining
existing ideas and resources into something new and useful (Baughman & Mumford, 1995; Mabley,
Doares, & Mumford, 1992; Hofstadter, 1985). In product design domain, mostly, to be creative is not
about creating an entity out of thin air (Campbell, 1960; Simonton, 1999), designers use prior
experience to explore new ideas and design alternatives. This paper investigates the effect that the
prior experience performs in the product design, including the product design process and the
creativity of the design concepts.

During the early conceptual stage, it is typical for designers to express their ideas as simple free hand
sketch done rapidly and without much detail (Purcell and Gero, 1998). Many researchers have been
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done to reveal the creativity involves in the sketch. However, the investigation of prior experience
factor in the conceptual stage of design — sketch- is relatively rare. On the other hand, the relation of
prior experience and creative performance has been studied widely (Amabile 1983; Martinsen, 1993;
Chua & lyengar, 2008). But the theoretical finding has not been evaluated in a specified domain, such
as product design.

Based on the previous work, we argue that the prior experience can affect the product designers’
design creativity as well as their design process. Through the analysis the results of a design task, we
evaluated the conceptual works of product designers with different prior experience.

2. Related works

2.1. Prior experience in product design

Research in creativity has suggested prior experience in a given task domain to be an important
predictor of creative performance (Martinsen, 1993; Chua & lyengar, 2008). Amabile (1983) argued
that possession of domain relevant skills is an important component of individual creativity.
Furthermore, the degree of domain relevant skills one possesses depends on formal and informal
education, and on the individual’s experience in the given domain (Amabile, 2001).

Chua and lyengar(2008) investigates the effects of prior experience, task instruction, and choice on
creative performance. And they found that only individuals with high prior experience in the task
domain and given explicit instruction to be creative produced more creative outcomes when given
more choice.

2.2. Assessing the creativity in product design

Since 1950 researchers have developed an array of formal methods for measuring creativity.
The widely used assessing methods are: through determination of personality traits using the
Torrance Tests of Creative Thinking or the Myers-Briggs Type Indicator; through outside rating of a
product or through thinking tests (Amabile, 1982; Hocevar 1981).

Moreover, creativity has also been assessed in a number of ways in art and design domain: uncover the
sketch process by which an individual creates through various types of observations (Goldschmidt,
1991); analyze the imagery created, and quantified the sketches with coding schemes in an attempt to
uncover the cognitive processes performed during the sketching as thinking process (Goel, 1995;
Kavalki & Gero 2001); “think-aloud” protocol analysis combined with content analysis of the product
(Menezes & Lawson, 2006; Goldschmidt & Weil, 1998, Suwa & Tversky, 1996) to document the
thinking process as the individual sketches.

2.2.1. Sketch

Sketch allows quick exploration of ideas at a high level of abstraction, avoids early commitment to a
particular solution, allowing many alternatives to be explored (Fish and Scrivener 1990; Ullman,
Wood et al. 1990). Drawing remains the focus of design activity in domains such as product design
and architectural design where the product is a physical object; the drawing is typically the single
representation that the designer uses throughout the design process, from initial rough sketch to final
fabrication drawing (Gero, 2004). Hence, sketch has been studied for understanding the designers’
creativity.
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Ayiran (2008) explicated the role of sketches in terms of creativity in design. Reviewing the generated
concepts and the physical evidence of cognitive processes may illuminate a link between sketching
and a final creative product (Ryan, 2008). And we believe that designers’ sketches are suitable
materials for examining whether or not the designers’ prior experience affected their design creativity.

2.2.2 Zaltman Metaphor Elicitation Technique

Zaltman Metaphor Elicitation Technique (ZMET), developed by Zaltman in 1994, is a qualitative
technique that elicits both conscious and especially unconscious thoughts by exploring people's non-
literal or metaphoric expressions. Originally, ZMET is a developed to understanding costumers’’ need
as a market research tool. As Zaltman described "A lot goes on in our minds that we're not aware of.
Most of what influences what we say and do occurs below the level of awareness. That's why we need
new techniques: to get at hidden knowledge-to get at what people don't know they know." (Pink,
1998). The technique has been used by academic researchers and for marketing purposes to study a
variety of topics related to both marketing and the social sciences. Zaltman argued that humans think
in images — often in the form of visual images — rather than in words (Shocker and Zaltman, 1977;
Zaltman, 1991). The goal of the ZMET interviews and analysis is to uncover the relevant fundamental
structures that guide people’s thinking about a topic.Therefore, we believe that ZMET is a reasonable
method which can be used to reveal the design thinking and design process through the only explicit
presentation in the conceptual stage of design —sketches.

2.2.3 Consensual Assessment Technigque

The Consensual Assessment Technique (CAT), developed by Hennessy and Amabile in 1999, was
selected for this study to assess the evidence of creativity in free-hand sketch because of its reliable
use in previous examinations of creative assessment of a product (Carson, Peterson & Higgins, 2005;
Chen et al, 2000; Dollinger, Clancy Dollinger, & Centeno. 2005).

3. Methodology

We chose an experimental approach to find out the influence of designers’ prior experience on product
design. Experts were invited to assess the creativity of the students work via the modified Consensual
Assessment Technique. The design experiment aimed to investigate the following research questions:

e Does the designers’ prior experience affect their design creativity?

o Are there different patterns among the designers’ design process and idea generation with and
without prior experience?

e Can any relationship be identified between the prior experience of designers and their design
creativity?

It was hypothesised that the higher the prior experience one possesses, the higher creative design
concept he/she can generate in the product design task. To answer these research questions, forth year
undergraduate product design students and second year master students with different educational
background (bachelor of biology, product design and space design) in the product design department
in a national university in Taiwan were recruited for the study. This ensured that the participants have
the necessary experience to be able to take part in the study meaningfully as well as enough mature
design education to fulfil the design task.
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3.1. Experiment

3.1.1. Participants

In order to compare the different effect of prior experience, the experiments were conducted in three
different groups. Group A contains seven students, and all of them have the experience of keeping pets
for at least one year, we define this group as informal education prior experience group. Group B is
formal education prior experience group, contains two students who have a bachelor degree of
biology. The number of participant is relatively few because the students with the interdisciplinary
background are limited. Group C includes seven members who have neither keeping pet experiences
nor biological educational background. The demographic characteristics of the participants are

summarized in Table 1.

Table 1. Participant attributes

Participant Gender Age Education Major
background

- P1 Female 21 senior Product design

gh P2 Male 25 Master student Product design

o % P3 male 23 senior Product design

g % P4 female 28 Master student Product design
> 5 P5 Female 25 Master student Space design
% P6 Female 26 Master student Space design

é p7 male 21 senior Product design

0o 8~ | P8 Male 30 Master student Elrgﬂ)lg; design +
S5gg -
EE § §_> P9 Female 28 Master student Eirc(;l% uct design +
ay

P10 male 22 senior Product design

- = P11 Male 27 Master student Product design

g 2 P12 Male 28 Master student Product design

\6 E P13  Female 20 senior Product design
g é P14 Female 28 Master student Space design

o % P15 Female 19 senior Product design
® P16 Female 24 Master student Space design

3.1.2. Environment setting

Group A participate the experiment in a standard classroom. Free-hand sketching tools are provided.

The experiment of Group B and Group C is conducted in the observation lab in the product design
department. The room is divided into two parts. The experimental subjects stay in the inner room,
where needed facilities to fulfil the design task, such as desktop computer, drawing and writing tools,
are provided. A video is set up at the front of the table to shoot the drawing process in a close distance,
and the whole process of the experiment is recorded by the video equipments at the four corners of the
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ceiling. The observers stay at the outer room, where they can observe all of the participants’
movement through a one-way version glass.

3.1.3. Task and procedures

Three groups with different prior experience are asked to perform the similar design task- design a
product based on your own experience about biology. The biology-related experiment was selected
because the biology knowledge is shared universally. Hence, we can achieve the general conclusion
according to the study.

However, we narrowed down the scope of biology. Group A performed the design exercise based on
their own experience of keeping pets within 1 hour. Group B and C did that after 12 minutes video
documentation about 7 kinds of crabs was shown to them. And then they sketched and generated
design ideas within 1 hour. During the 1 hour, they can review the segment video or pictures of each
kind of crab by the computer provided.

On one hand, the same stimulation ensured that the experiment result revealed the pure relationship
between the designers’ prior experience and their design idea generation; on the other hand, we can
build an assessment standard to analyze the design outcome efficiently and systematically.

The experiments of all the three groups comprised two consecutive tasks: the first is a session for
generate design concepts via free-hand sketches, and the second is to complete an in-depth interview
exclusively related to the concepts. The in-depth interview is aimed to further the outcome of the
students’ design process, specifically, inquiring into their design inspiration and the referring prior
experience.

After the design task, the idea sketches are analyzed by four expert designers, two are product
designers with 9 and 11 years design experience in company, and the others two are associate
professors in product design department with 8 and 11 years education experience. The four expert
designers graded the design concept based on the modified Consensual Assessment Technigque and
also their own experience.

3.2 Analyzing the design process via ZMET

Once we got the sketches from the participants, we can investigate the stages of design process and the
main elements in each stage with the ZMET. Zaltman defined 10 ZEMT interview steps: storytelling,
missing issues and images, sorting task, metaphor elicitation, representative image, opposite image,
sensory images, mental map, the summary image, the vignette; and these steps can be adjusted slightly
for different topics (Zaltman and Coulter, 1995; Zaltman, 1996). Considering about the research focus,
we executed the first to eighth steps, the detail are described below.

1. Storytelling : The participants recalled and described the main process and content of their design
thinking in the in-depth interview. This is named Metaphor Elaboration by Zaltman, According to the
external result of the design thinking- sketch and text; the participants explained the effect of their
prior experience on their design thinking, via the semi-structure interview. This retrospective protocol
will be the main content for the analysis.

2. Missed Images: the participants can reveal any information what they did not concern but is
meaningful. For example, P9 said when he saw the climbing crab, the building cleaners’ movements
appeared in his mind, so he decided to design an electric vacuum cleaner in crab’s shape. In this
example, the missed image is the building cleaner, which is revealed in the interview. Without the
missed images, the design process will not be interpreted completely.
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3. Sorting: the interviewee categorized the participants’ design thinking and activity in order to extract
the construct of design thinking in the next step.

4. Construct Elicitation: Based on Kelly Grid and Ladder, three layers of design thinking are defined:
originator construct; connector construct and destination construct. In this study, the originator
construct means the stimulation: animal’s metabolism, animal’s body colour, animal’s shape, animal’s
organs, animal’s movements, and animal’s living environment. The connector construct means the
design thinking: association, attraction, curiosity, analogy. The destination construct means the design
outcome- product design.

5. Most Representative Picture: the interviewer point out the most representative pictures among
which inspired his/her design thinking.

6. Opposite Images: the interviewer finds the most contrast images with their design concept, which is
helpful to understand their design thinking.

7. Sensory Images: The participants can describe the other perception, including touching, tasting,
smelling, listening and emotion, which inspired them in the design process.

8. The Mental Map: The interviewee confirmed each participant’ design process and represent it via
the mental map.

3.3. Assessing the design creativity via CAT

The measure of creativity was implemented through use of the Consensual Assessment Technique
(CAT). We modified the CAT related more directly to a product to address the specific of our
research. The CAT method assesses separately between the areas of creativity, aesthetics and technical
quality. The creativity score was derived from the raters’ personal definition of creativity; includes the
degree to which the idea was novel or unusual, and the consistency of the concept throughout the
design process. The aesthetic score consists of overall aesthetic appeal, the pleasing product
composition. Technical quality was assessed by the degree to which the concept considers the
technical requirements, how well is the problem solved.

Four expert designers as raters were given verbal instructions, definitions, and standardized review
forms. Raters were instructed to look at all the sketches prior to starting the review, and to grade the
sketches in a random order. Eight items were assessed on a seven-point Likert scale, indicating
agreement descriptions such as “low” or “high”, “not at all” or “is apparent” depending on each item.
Assessment entailed using a Likert scale survey rating for creativity, technical quality and aesthetics.
Raters worked independently, and ranked the sketches based on their personal interpretation of
creativity. The final score of each participant is the mean of the grade given by the four raters.

4. Discussion
The sketches of the participants are shown below.

Most of the members in Group A fulfilled the design task in a very detailed way (Figure 1). The
characteristics of pets are introduced, and the problems they met are solved by new design. Each
sketch contains abundant textual information and design process cue like arrows or text.
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Figure 1. Sketches generated by Group A

Comparatively, the sketches generated by Group C are mainly roughly pictures without textual
information and design process cues. Three examples are shown in Figure 2.Their sketches look like
isolated segments of the videos, we cannot find the significant continuity of design thinking.

Figure 2. Examples of sketches of Group C
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4.1 Mental maps of design process

In this study, we generated the mental maps of all 16 participants. And we summarized them into three
styles: administrative levels style (Figure 3), explosive style (Figure 4), and rigorous style (Figure 5).

OO

Figure 3. Administrative levels style mental map (O: originator construct; C: connector construct; D:
destination construct)

(o)—[o

Figure 4. Explosive style mental map

@@

L-»

Figure 5. Rigorous style mental map

We found that most designers with higher prior experience (P1, P2, P3, P4, P5, P7 in Group A and P8,
P9 in Group B) fulfilled the design process in administrative levels style, which means they performed
the design in a standard and complete way according the three construct of ZMET: originator
construct, connector construct, destination construct.

However, the mental maps of the designers without prior experience (P11, P12, P13, P15, and P16 in
Group C) presented an explosive style. Their design concepts were inspired by the video, hence their
design concepts generated in a short time and design thinking lacked continuity. Furthermore, three
participants (P6, P10 and P14) were thoughtful, and their mental maps were iterative and strict. We
believe that this is partly caused by individual personality.

4.2. CAT score of design concept

On a scale of 0-7, the Group C got the lowest mean score4.7 even there are some individual high
score, such as P11°s aesthetic score (5.2) and P16’s creative score (5.4). The score of CAT is tabulated
in Table 2. No significant difference between the Group A and Group B. The influence of formal
educational prior experience and informal educational prior experience on the product design needs
more precise investigation in the future work.
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Table 2. CAT score in all categories

Participant CAT CAT CAT CAT
creative  aesthetic technical overall
score score score score
P1 5.2 5.0 5.2 5.2
= P2 5.0 4.9 5.3 5.0
S [P 4.9 5.1 438 5.0
QO
g 2 P4 5.2 5.2 5.0 5.3
5 8 P5 54 55 51 52
> =
E P6 5.2 5.2 5.1 5.4
S p7 5.4 5.2 4.9 5.0
S
Mean 5.2 5.2 5.0 5.2
© P8 5.3 5.5 5.4 5.1
O(Q o
55 C© m
S35¢9 [P9 5.1 5.2 5.0 5.2
c
© =) = 3
W~ S 2 | Mean 5.2 5.3 5.2 5.1
P10 4.2 4.6 4.2 4.3
< P11 4.7 5.2 4.6 4.8
)
=] P12 48 50 5.0 50
o
©o P13 4.9 4.8 45 4.6
23
S 2 P14 45 4.2 4.8 4.4
0f
3 P15 4.4 4.7 45 45
g P16 54 46 48 50
2 Mean 47 4.7 4.6 46

In addition, another interesting result is also revealed in the experiment. Designers were believed to be
attracted and affected by the appearance/form of the creature. However, among the nine participants
inspired by the video of crab, there are eight times that designers said they were inspired by the
movement of crabs. Comparatively, it is surprised that the appearances of crabs illuminate them five
times.

4. Conclusion

Prior experience plays influential roles over almost every aspect of human aspects and product
designers are not exempt from the effects. In this paper we analyzed the differences in the way design
concepts are generated, which we found to be caused by the difference degree of prior experience. The
experimental study involving participants with different prior experience revealed significant contrast
in the way design concepts were created. Furthermore, the CAT score rated by expert designers
demonstrated that the higher prior experience can enhance the product designers’ creativity, which
supported our hypothesis.

It is important to recognize the prior experience contains not only the domain knowledge, what kind of
structure of prior experience can benefit the product designers best will be studied in the future work.
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Abstract: For many people outside of the scientific community statistical information and
graphics remain abstract and unintelligible. This research begins to investigate how we might
interrogate statistical information from the engineering sector through the creation of
material/physical objects, with the intention of bringing better understanding and increased
accessibility to scientific data.

This inquiry will be achieved through a strategy of media transformations that move
information sources between digital and material environments, for example; by translating
digital statistics into 3D computer models, which can then be output into real-world objects
using 3D printing techniques. Undertaken by a multidisciplinary team of designers, engineers,
technologists and end-user communities the project aims to investigate how these translation
strategies can be used to communicate and transfer knowledge between different stakeholders.
User centered activities will be conducted to explore what visual metaphors might be
appropriate for different contexts.

Keywords: information visualisation, tangible data, creative practice

1. Introduction

In the last few years we have seen a marked increase in interest into how we can build stronger
relationships between digital and physical environments. The recent exhibition at the V&A, the
“Power of Making” (Power of Making, 2011) exemplifies this interest in exploring ways in which we
can creatively combine the tangible qualities of material culture with the dynamic attributes of the
digital. This proposal is based on theoretical writings and research by the author around the concept of
the ‘data-object’ (Gwilt 2011), and other emergent work in the area (Klanten 2010). The intention of
the proposed research is to apply the concept of the data-object to a set of practice-based design

ICDC2012 117



activities, which explore how our understanding of statistical/scientific data is mediated when it is
represented as a physical object.

The data driven object as a communication device needs to be considered in light of the existing
conversations taking place in the area of information visualisation. This includes issues around
complexity of information, the veracity of the visualisations, user engagement, knowledge transfer
and so on (Tufte 1993; Ware 2004). However, the creation of a physical object based on a digital data
set is in a sense a new ‘complex’ media form which has the potential to speak to the inherit traits
found in both digital and material cultures. Part of this research will include an investigation into how,
or indeed if, these data-objects can successfully combine properties from both digital and material
paradigms in the communicate their message. Properties that on the one hand include digital notions
such as morphology, data density and networkability, which potentially give widespread and
democratic access to information and experience (something that is often difficult to achieve with a
physical object). And on the other hand physical objects, which often hold strong and inherent cultural
notions of authenticity and value, ascribed through the empiric experience and interaction with a
singular physical object (Riggins 1994). In the best case scenario the manifestation of digital
information into a material form should utilise the strengths of both of these two paradigms.
Moreover, these synthesized constructs offer up a new way of looking at the digital/material
relationship. The data-object might be considered a syncretic agent, capable of appealing to a cross-
section of communities.

Two examples of work in this emergent field are the data driven sculptures of Abigail Reynolds and
Mitchell Whitelaw. In Abigail Reynolds work Mount Fear (2002) sheets of laser-cut corrugated
cardboard are cut out and stuck together to create a room sized three-dimensional bar chart of crime
statistics in London. In this work audience members can walk around the data-based sculpture where,
thorough the use of scale and materials, the roughly constructed object creates an intimidating
representation of the data content. In another example the work entitled Measuring Cup (Sydney 1859-
2009) (2010) by Mitchell Whitelaw, uses temperature statistics from Sydney, Australia to inform the
shape and form of a plastic tumbler. The tumbler is constructed in a series of rings, with each ring
representing one year of statistics. The rings of data build up the sides of the container, and like the
growth rings of a tree, the rings of annual temperature data create a tangible realisation of growth and
flux. In this physical representation of data the recent upward trend in overall temperatures combines
to give the tumbler a flare upper lip that echoes the ergonomic convention typically used in the design
of drinks containers.

Currently there is little formal research that examines the communicative potential of these types of
creative works and this project hopes to add new knowledge to the field of creative information
visualisation and design. For the purposes of this particular piece of research, data gathered on the
‘openability” of consumer packaging was used to test the general concept of the data-object. This issue
of packaging openability has been identified as an area of major concern for an aging community,
which needs to be addressed by packaging design engineers. Specifically the project utilises data
collected by the Engineered Packaging Research Group and Departments of Mechanical Engineering,
and Engineering Materials at the University of Sheffield. In research led by Dr Alaster Yoxall, a
Principal Research Fellow in Human Centered Engineering at Sheffield Hallam University (SHU), the
findings of a simple scientific grip test suggested that the problem of difficult-to-open packaging is
especially apparent when looking at elderly people or people with a disability (Yoxall 2006). As this
research highlighted, ageing brings with it many issues, not least a loss of strength and dexterity, and
in order to design effective packaging an understanding of the ability of aged consumers to effectively
use established forms of packaging such as glass jars and bottles is becoming increasing important.
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After meetings with Dr Yoxall and other engineers/researchers responsible for gathering the initial
data, it was identified that a significant problem existed in sharing this information with specific
parties outside of the engineering field. In particular the question of how to communicate these
findings effectively to designers, who in the experience of the engineers involved in collecting the data
did not typically respond well to statistical information presented in the form of a graph was noted.
Developing strategies for communicating the relationship between age and dexterity/strength and the
importance of understanding this relationship, for different sectors of the community (including
designers) was therefore acknowledged as being an important research question worthy of
investigation. Further meetings with Professor Pat Langdon, a senior researcher in the Engineering
Design Centre at Cambridge University affirmed the importance of this issue. Through these meetings
the need to develop design tools and creative approaches in addressing the problem was also
recognised (Langdon et al. 2007). In addition it was acknowledged that different sectors of the
community including designers, carers, the general public might have a specific requirement of the
data or need a particular level of insight into the problem, and that this range of requirements might be
addressed through the development/use of a variety of information forms. The skill sets and resources
of the Art and Design Research Centre, in the Faculty of Arts, Computing, Engineering and Sciences
at Sheffield Hallam University were identified as being of a relevant mix of disciplines to address this
problem. In particular a strong relationship and history of interdisciplinary research projects occurring
between creative practices, design and engineering within the research institution, and a close link to
the resources, staff and students in the Sheffield Institute of Arts was identified as being a healthy
environment from which to undertake the research.

2. Aims and objectives

The intention of this research was to run a practice-based scoping project that would explore the cross-
sector communicative potentials of creating data-informed objects. Seed funding to run the initial
stage of the research was successfully gained from the Arts and Humanities Research Council
(AHRC), Digital Transformations initiative (Digital Transformations initiative, 2011). Initially we
intended to conduct user-centred focus groups/interviews with designers and other stakeholders that
would A; introduce the scientific data and findings outlined above and B; introduce the notion of the
data-object as a device for communicating this information. The findings of these focus groups were
then to be used to inform the creation of a second round of data-object prototypes. An initial selection
of data-objects was introduced to the focus groups to examine whether the attendant qualities of the
media form could reveal different insights and comprehension of the data beyond the conventional
engineering paradigm. By the end of the project, it is hoped that we will be able to comment on how
different stakeholders might read these data-objects in comparison to the usual data presentation
strategies, and to draw some conclusions as to the potential benefits of representing data in these new
forms. The process and outcomes of the scoping exercise will also be documented in a website and
through a public exhibition (Data Objects, 2011). The findings will also form the basis for additional
research into the use of data-objects (based on larger more complex data sets) to enhance knowledge
and understanding across a variety of communities.

2.1. Pilot study

Three data-object design concepts have been developed which were used to test the concept with a
section of user communities. The activity of making these objects has been carefully documented and
will in itself form part of the research evaluation methodology. Initial examples of data-objects were
presented to a selection of adult participants from three stakeholder communities; engineers/scientists,
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designers and the general public (with a non-scientific/engineering or design background). Semi-
structured interviews with individual representatives from each community were undertaken to
explore the following research questions:

e Can the creation of physical artefacts based on data extracted from statistical digital
information systems change the way we read, interpret and respond to digital information?

e By translating information from the digital environment into a physical environment what new
understanding (if any) to the original information is engendered?

e What role do the material qualities of the objects play in comprehending data when moving
from digital to material environments?

Details on how we carried out this user testing are described in section 3 below.

2.2. Creating the objects

As part of a practice-based methodology the statistical data was initially interpreted by Dr Koutaro
Sano, a Japanese ceramicist, designer, and researcher. These interpretations were undertaken after
briefings from Dr Alaster Yoxall, on the meaning of the original scientific data, and briefings from
Professor lan Gwilt on the background concept of the data-object. Dr Sano was then encouraged to
explore a number of creative interpretations of the data. During the concept development stage a
discussion was had about what different types of visual metaphors and ways of representing the
statistical data in the form of a physical object might be used. Whether or not it was necessary to relate
concepts to the context of the origin dataset was also discussed. It was proposed that three separate
concepts be developed to the test the hypothesis of the data-object. One concept used the metaphor of
landscape, another was based on a series of jar lids, which had a close symbolic relationship to the
original data, and a third concept based on an abstract form were chosen. Working with the other
project members, Dr Sano began by developing some initial ideas. First, these ideas were progressed
through conversation, and recorded in the form of note taking and sketches (Fig 1.). Second, initial
sketches were then developed to inform the construction of three-dimensional ‘test’ models (Fig 2.).
Third, more robust and developed models were made that could be used in the focus group activities.
For this stage a number of fabrication techniques were trialled (Figs 3. and 4.). The design workshop
facilities and technical staff at Sheffield Hallam University were engaged to help make models using
traditional materials including, clay, wax, and plaster. At the same time digital fabrication techniques
in the shape of Fuse Deposition Rapid Prototyping were used to make robust objects. A selection of
differently fabricated objects were then chosen to present to the user communities.

Figure 1. Initial drawing ideas.
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Figure 2. Test models showing 3 initial concepts.

Figure 3 and 4. Developed models — Landscape concept in clay and Jar lid concept, Rapid Prototype
model.

3. Testing the premise

Using the three data-object concepts developed by the research team through the design process
outlined above, the research set out to investigate if the translation of statistical information into
physical artefacts could aid cognition and understanding of complex digital data. Using semi-
structured questions, interviews were undertaken with representatives from three user communities;
designers, scientists/engineers and the general public. The interviews were used as a vehicle to
explore, from a users perspective, whether or not, data-objects could be used to aid cognition of
statistical/graph-based data and to question what insights/conversations into the meaning of the data
represented in the data-object might be engendered. Interview questions were also used to examine
what the effect/impact of the physical materials/affordances of the various data-objects, such as scale,
material usage and finish might have on comprehension and engagement.

Interviews of 10 representatives for each user community were undertaken (30 in total). These were
conducted in the Art and Design Research Centre (ADRC) at Sheffield Hallam University in
individual sessions that lasted for a duration of between 15 - 20 minutes each. All sessions were
conducted by the same two investigators and notes and photographs were taken during the sessions.
Each session followed the same format, which is outlined as follows; after initial conversations around
research ethics, process and compliance etc. the data-objects, which were arranged on a table in front
of the participants were brought to their attention. The objects consisted of, small and large landscape
representations of the data (made of plaster and Rapid Prototype plastic), two related objects which
represented the data using the metaphor of a Jar lid, and another Rapid Prototype object which
consisted of a number of circular discs mounted on concentric spokes radiating from the same hub
(Fig 5.). Participants were invited to interacted with the data-objects which were described as
containing/representing information, (the details of the specific information were not revealed at this
point). The data-objects were examined in turn (in a random order) and questions as to the
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meaning/nature of the object and what information/data it might represent were asked. After two or
three objects had been discussed, a graph of the original data was shown and explained, after which
the remaining objects were examined and the initial objects were returned to.

Figure 5. Data-objects on table ready for user testing.

4. Initial findings

Following the interviews some general trends in respect to the meaning/potential use of the data-object
as a means of communicating statistical information began to appear. Similar patterns of response and
observation emerged from each user community. From the scientific/engineering community the
initial response to the data-objects was frequently one of bemusement, and comments along the lines
of why not stick with the original graphical representation were recorded, for example one participant
suggested “why not just use a pretty graph”. However, on interacting with the objects — which usually
entailed picking up the objects, turning them around, feeling the differences in weight, surface texture
form etc. there were a number of comments made which referred to how the different objects gave
different impressions of data density — this was most commonly related to the surface textures of the
landscape based models. Indeed the tactile nature of the objects was generally seen across all three
communities as something that might be useful in communicating data in this form. This idea of data
density being analogous to the granularity of the objects surface was frequently commented on — both
as a positive and a negative, in terms of comprehension.

In many cases after the original graph-based data was explained there was a positive shift towards the
concept of the data-object, in particular the physical objects where often thought to be more likely to
stimulate a discussion around the data and the implications of the data for individuals. After the
revealing of the graphical data the potential value of the data-objects as a discursive form was
frequently commented on, comments such as “graphs work for papers they don’t work for people” and
“objects are much more powerful as a communication tool” reflected this train of thought.

Patterns in the data-object preferences (landscape, jar lid, abstract shape) also began to emerge within
the user communities. In general the scientist/engineers favoured the jar lid shaped objects that were
perceived as having a close correlation to the graphical data in terms of how the data was presented,
but few people made the connection between the data content and the metaphor of the jar lid. The
smooth plastic Rapid Prototype was also preferred by this community as it was seen to be more
comprehensible than the ‘noisy’ surfaces of the plaster landscape models. From the design
community a number of comments were made about how they do not generally use graphs or
statistical information, and did not readily respond to information in theses forms. However the
plaster-based models were often seen to be engaging as “they invite you to explore possibilities that
are more tangible and more satisfying”, and “they are better than prescriptive forms as they make you
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want to decode the object”. Another participant “really liked the interpretative nature of the large
plaster object” and found it more engaging “not black and white” (Fig 6.).

Figure 6. User testing the data-objects

If the general preferences for the scientific/engineering community were towards the analytical
representation of data as shown in the graph and the jar lid data-object, and the preferences from the
design-based participants were centered around the more open-ended, experiential data
representations, predictably the participants drawn from the non-scientific, non-design community sat
between these two camps. Some of these participants were used to looking at statistical/graph-based
data as part of their work-based activity and preferred this approach while others — although not
familiar with data presented in the form of an object, found the physical models to be “much more
memorable”. Interestingly when asked about how they might visualize the data a number of
participants thought that colour would be a useful addition.

Across all the user communities the data-object based on the circular discs was seen to have a
particular resonance with the original statistical information. Within this object each disc has a
different resistance (when pushed), which correlates to strength/ability at different ages. This tangible
feedback was seen to offer an analogues relationship to the data displayed in the graph and as such
was easy to interpret and memorable due to the experience. However, there was some disagreement as
to whether an easy to push disc represented an aged/weak person or a person who was young and
strong. This point of contention highlighted a broader concern, relevant to all the data-objects tested,
wherein it was commonly agreed that for the objects to have any use beyond the visual aesthetics and
tactile experience of the form, some contextualization, in the shape of instructional information on
how to read the object was required.

5. Future directions

The pilot study described in the paper indicates that the premise of the data-object as a communication
tool that can add insight and aid comprehension of technical/scientific data for a non-technical
audience has some merit. However, it is apparent that the success of the visual language used within
the data-object is dependent on context of wuse, particularly in terms of the users
expectation/requirements from the data contained within the form. Whether or not the data-object
needs to somehow embody the nature of the content within its form needs further investigation, but
according to this preliminary study there is a relationship between comprehension and decisions made
around fabrication techniques, finishes and physical form. More work on the use of metaphor, shape,
and material usage, use of textures, colours, contextual graphics and so forth is required. It is also
apparent that there is no single solution for creating successful data-objects, and it was never the
suggestion of this research that one visual representational form should ‘replace’ another. What is
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becoming clearer is that the extended visual language of the data-object can not only work in tandem
with more traditional data visualisation forms like statistical graphs, but can also offer a rich,
dialogical bridge or media-bridge that can complement more analytical forms, and by doing so
potentially broaden the community of understanding.

In terms of future directions additional research on the features outlined above is intended, and
applying the concept of the data-object to other more complex data sources is seen as an avenue which
will offer further potential for investigation. It is our intention to publish findings in appropriate
professional and technical journals and to present this and future research on the area to a variety of
audiences in the creative and cultural sectors, academic and engineering communities and to promote
knowledge transfer opportunities by expanding the methodology to other information sources and
contexts.
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Abstract: Concept generation plays a vital role in establishing a broader foundation in the
design process to create novel products. In globalized, collaborative, designing scenario,
unambiguous representation of captured ideas to explicate designer’s thoughts is important in
sharing and reuse of concepts. Various design studies noted the impact of design tools on
concept generation. However, the results did not detail the influences of variety of tools in
representation and reinterpretation of concepts through captured design documents. This
paper aims to understand the influences of conceptual design tools: Mobile e-Notes Taker™,
Wacom™ Tablet, and Computer with Rhinoceros™ CAD on concept representation and
reinterpretation, during original and redesign phases. Analyses of six individual designers’
using video protocol studies conducted in original and redesign phases reveal that the design
tools had significant impact on concept generation, in terms of the number of concepts
generated and the textual and graphical representation of the design elements.

Keywords: Concept generation, design tools, representation, reinterpretation

1. Introduction

Innovation is a key factor to sustain in this competitive globalized industrial market. Designers are
increasingly being stressed to create quality innovative products in faster cycles. Typically, designers
are trained and motivated to be creative, where creativity is often expressed through fluency,
flexibility and originality (Renzulli et al., 1974). A common definition of creativity proposes that
“Creativity occurs through a process by which an agent uses its ability to generate ideas, solutions or
products that are novel and valuable” (Sarkar and Chakrabarti, 2011). It has been shown that there is a
positive correlation between the number of ideas produced during the design process and the novelty
of the design concepts (Srinivasan and Chakrabarti, 2010). People, product, process, tools,
organization and environment in which designing takes place (Blessing et al., 1995) have significant
impact on the idea generation process. In these facets, design tools play a vital role in capturing
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designers’ thought processes and in facilitating sharing and reuse of design outcomes. Design tools
assist ‘reflective conversation’ (Schon, 1983) between designers and design outcomes (e.g. external
representations of requirements and solutions) which help generate a mental image that, in turn, may
produce more sketches (ideas) which may, again, generate another mental image, and so on and so
forth (Fish and Scrivener, 1990).

It is a designer’s responsibility to choose appropriate design tools in the design process, based on
understanding of the ability of each tool alternative available. However, studies have shown that
although the frequency of use of CAD is less for immature designs (i.e. conceptual stage), it is still the
most frequently used mode of working (Robertson and Radcliffe, 2009). They argue that a possible
reason is the importance of digitalization of design outcomes, which is important for future analysis
and process integration. lbrahim and Paulson (2008) pointed that the transitional and iterative
conceptual phase is a potential knowledge-loss period that is identified in the product development
lifecycle process. But this raises the question as to whether designers really understand the influences
design tools have on their creativity and outcomes generated. While Cham and Yang (2005) cited a
number of good examples of successful integration of CAD and design education, this situation is
hardly universal.

Various design studies have been conducted to understand the differences between pencil-and-paper-
aided-designing and CAD designing, especially for their impact related to creativity in design. Most of
the studies conclude that CAD is not suitable during the conceptual stage, as it exerts a negative
influence on creative design and provides inadequate 1/0 systems to support intuitive idea creation
(Whitefield, 1996; Kwon et al. 2003; Lawson, 2002; Stones & Cassidy, 2007). Geol (1995) found that
levels of ambiguity were much higher in freehand sketching than in digital working. He concluded that
sketching supported creativity in design more effectively than constrained computer usage did,
particularly in terms of supporting reinterpretation. Alternatively, Won (2001) argues that the
frequency of reinterpretation could be accounted for by the speed of digital working — the ability to
‘move-See-move-see’ that computers support so effectively. But he concluded that more alternatives
could be generated using conventional drawing than using the computer.

Robertson et al. (2007) found that CAD enables enhanced visualization and communication, but with
the negative effects of premature fixation, circumscribed thinking, and bounded ideation. They argued
that enhanced visualization and circumscribed thinking cause students to develop a false sense of
reality of CAD models. Lawson (1997) pointed out that certainty in the finished appearance of a
digital mark proves destructive and restrictive in the early stages of design. Stones & Cassidy (2007)
highlighted that CAD systems usually oblige designers to generate an early, precise, external
representation of the object to be designed, and to use highly structured rules, which orients their
reflections and does not correspond to their spontaneous process of creation.

Kwon et al. (2005) argue that the limitation of intuitive sketching capabilities in CAD tools is a reason
for their inapplicability during the conceptual phase. Ibrahim and Rahimian (2010) illustrate that
neither manual sketching tools nor CAD software are the better media for current conceptual design
communications. They found that design semantic gets lost when manual design fails in articulating an
explicit design idea, while design creativity diminishes when using arduous CAD software. Stones &
Cassidy (2010) studied the impact of design tools (conventional paper-based sketches and digital
tools) on reinterpretation during graphic design ideation activity. From their experimental results with
student-designers, they have shown that paper-based sketches can support the vital process of
reinterpretation that generates new ideas. Rosenman & Gero (1996) argue that a single-model
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approach to representing a design object is insufficient for modelling the different views of the
different disciplines.

It is clear from these literature results that for the conceptual stage, current CAD software is not yet a
better alternative to replace conventional sketching tools, even though CAD provides enhanced
visualization and speedy manipulation of objects. However, the importance of capture and reuse of
digitalized design outcomes forces us to develop enhanced novel design tools that retain the merits of
both the medium. For developing such tools, it is vital to understand current behaviour of designers in
using various conceptual tools in terms of the textual and graphical representations of captured design
documents. Also, behavioural changes of designers in reinterpretation of the captured design
documents need to be studied across various conceptual tools. Literature does not report in any detail
the behavioural changes of designers in representation of concepts in captured design documents. The
focus of this paper is to understand the influences of conceptual design tools — Mobile e-Notes
Taker™, Wacom™ Tablet, and Computer with Rhinoceros™ CAD — on concept representation and
reinterpretation during original and redesign phases. In literature, reinterpretation is studied during
original designing rather than in the redesigning phase. We intend to study the influences of original
captured documents in redesign phase.

2. Research objectives and methodology

The aim of this paper is to study the impact of conceptual design tools on the behavioural changes of
designers in (1) representation of design concepts in design documents captured during both original
and redesign phases, and (2) reinterpretation of captured concepts during the redesign phase. A
concept is defined as an entity that satisfies an overall function (Srinivasan & Chakrabarti, 2010). We
have chosen Mobile e-Notes Taker™, Wacom™ Tablet, and Computer with Rhinoceros™ CAD
(Figure 1) as an initial set of conceptual tools for this study. Mobile e-Notes Taker™ and Wacom™
Tablet were selected for their potential to replace pencil and paper tool which are currently the most
commonly used aid for the conceptual design, and also on their ability to support capture and reuse in
digitalized formats of design concepts. For comparison with CAD, Rhinoceros™ CAD was chosen
because it has been widely used in our design centre (CPDM, 1ISc, Bangalore) as a conceptual CAD
tool. Mobile e-Notes Taker™ is a portable handwriting capture device based on natural handwriting as
input. A plain paper of any kind can be attached to the tool and the Hi-Tech’s electronic pen can be
used to capture, store and share handwritten drawings, sketches and notes. In this study we used
Wacom™ DTU-710 tablet. The Wacom DTU-710 Interactive Pen display combines an LCD monitor
with a Wacom tablet. This gives a direct point-and-draw-on-screen interface that can be used with a
PC. Rhinoceros™ CAD that is widely used during conceptual designing. Rhino offers uninhibited
free-form 3-D modelling, extreme precision, unrestricted editing, 2-D drafting, annotation, illustration,
compatibility, and a short learning curve.

DBEF B ¢PpP P Baw-uax3S0000 @110

Figure 1. Mobile e-Notes Taker™, Wacom™ DTU-710 Tablet, Computer with Rhinoceros™ CAD
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A map of the hypotheses explored in this work is shown in Figure 2. Representation of captured
concepts, reinterpretation of captured concepts in the redesign phase, designer adaptability to design
tool, time taken to capture each concept are the four parameters studied in detail. Representation of
captured concepts is studied through textual and graphical formats. Textual contents are analysed by
counting the number of words used to express function, behaviour and structure elements of the
concepts; whereas graphical contents are analysed using the number of distinguishable components
represented through sketches and diagrams. For distinguishing function, behaviour and structure
elements, the definitions used by Chakrabarti et al., (2005) are used.

e Function: Descriptions of what a system does: it is intentional and generally at a higher level
of abstraction than behaviour.

e Behaviour: Descriptions of how a system does its function. This is generally at a lower level of
abstraction than function.

e Structure: Structure is described by the elements and interfaces with which the system and its
immediate interacting environment are constructed.

Reinterpretation of captured concepts are analysed by the ambiguity and incompleteness of design
elements and assumptions made by the designer working on redesign phase. Ambiguity can be defined
as ‘interpretable in two or more distinct ways’ or as ‘vague or imprecise’ (Stacey and Eckert, 2003).
Video protocols have been analysed to segment ambiguous portions expressed by each designer.
Adaptability with the design tools has been studied through comfort of the designer. Video protocols
and audio transcripts have been used to understand and segment portions of uncomfortable behaviours.
Time taken to capture each concept is noted by using timestamps in the video protocols. We have
formulated the following hypotheses to be verified in this study:

2. Conceptual design tools have a significant impact on the number of concepts generated.

3. Conceptual design tools have a significant impact on the amount of time spent by the designer in
capturing each concept.

4. Conceptual design tools have a significant impact on the representation (graphical and textual
format) of captured concepts in terms of functional, behavioural and structural elements.

5. The amount of time taken to capture each concept has a significant impact on the representation of
captured concepts.

6. Formats of representation of captured concepts have a significant impact on the reinterpretation in
the redesign phase.

7. Designer adaptability to a design tool has a significant impact on the representation and
reinterpretation of captured concepts.
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Figure 2. Research hypotheses map

To verify these hypotheses, in-house design experiments are conducted in a laboratory setting. Table 1
elaborates the structure of the design experiments conducted with the three design tools. To study the
capture and reuse aspects, original and redesign experiments are conducted. Three original and three
redesign experiments are conducted with four Master-of-Design students and two design researchers
(Master-of-Design and Engineering). Industrial experience of the six designers varies from none to
three years. A single design problem is used in all six experiments. For the redesign experiments,
documents captured during the original experiments are provided as input. Only task clarification and
conceptual design phases are covered in these experiments. Designers are given adequate training to
use the tools before conducting the experiments. During the design experiments, each subject is asked
to ‘think aloud’ such that the researcher can obtain a rich externalisation of their thoughts and
activities from the experiments.

Table 1. Structure of design experiments and time taken for each experiment

Tools

Original (Design problem 1)

Redesign (Design problem 1)

Mobile e-Notes Taker™

Designer 1 — 1Hr 5Min

Designer 4 — 44Min

Wacom™ Tablet

Designer 2 — 34Min

Designer 5 — 25Min

Computer with Rhinoceros™ CAD

Designer 3 — 1Hr 33Min

Designer 6 — 1Hr 33Min

3. Results
8. Conceptual design tools have a significant impact on the number of concepts generated.

Table 2 details the number of concepts generated in the original and redesign experiments across the
three design tools. Captured documents are analysed to note the number of captured concepts. A
preliminary concept is defined as an idea to solve the given design problem; whereas a detailed
concept is taken to one elaborated with more details. Designers using computer with Rhinoceros™
CAD have chosen MS PowerPoint to explore preliminary concepts, and used Rhinoceros™ CAD in
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detailing the design. In the original design experiments, the number of concepts generated in Mobile e-
Notes Taker™ and Wacom™ Tablet are higher compared to those using the CAD software. Reduction
in the number of ideas, when Computer (MS PowerPoint) with Rhinoceros™ is used, could be due to
premature fixation, as pointed out by Robertson et al. (2007). The level of precision necessary in
articulating the concepts could be another reason for a resistance to change and develop newer
concepts with Rhinoceros™ CAD. In the redesign experiments, the number of concepts generated does
not seem to be impacted much by the tools. This could be due to fixation with the original concepts
provided during the redesign phase. Overall, the results indicate that conceptual design tools have
significant impact on the number of original design concepts generated.

Table 2. Number of concepts generated in the original and redesign experiments

Tools Original Redesign
Number of Number of Number of Number of

preliminary detailed preliminary detailed

concepts concepts concepts concepts
Mobile e-Notes Taker™ 7 5 2 1
Wacom™ Tablet - 6 - 1
Computer (MS PowerPoint) with 2 1 1 1

Rhinoceros™ CAD

9. Conceptual design tools have a significant impact on the amount of time spent by the designer in
capturing each concept.

Table 3 elaborates the amount of time spent on capturing each preliminary and detailed concept, in
three point estimates. Video protocols have been used to segment and record the time spent on
capturing each concept. In Mobile e-Notes Taker™, the amount of time spent in capturing concepts
vary more uniformly (standard deviation for capturing detailed concepts: 227 seconds) than in other
tools. The fixation highlighted in the previous hypothesis in using Rhinoceros™ CAD is indicated by
the amount of time spent on detailing concepts. Even though many concepts are generated in
Wacom™ Tablet, the non-uniform time distribution in capturing concepts leads to stronger indication
of occurrence of fixation. These indicate that conceptual design tools have a significant impact on the
amount of time spent by the designer in capturing concepts.

Table 3. Amount of time spent on capturing concepts in original and redesign experiments

Tools Original Redesign
‘-* represents for one, Time in capturing Time in capturing | Time in capturing | Time in capturing
two or no concepts each preliminary each detailed each preliminary each detailed

generation concept (seconds) concept (seconds) | concept (seconds) | concept (seconds)

Min | Av | Max | Min | Av Max | Min | Av | Max | Min | Av | Max

Mobile e-Notes Taker™ 8 |27 | 55 | 280|403 | 720 | 103 | - | 267 | - | - | 117

Wacom™ Tablet - - - | 67 | 260 | 1064 | - - - - | - | 630

Computer (MS 43 - | 132 - - 3200 - - | 182 - - | 2325
PowerPoint) with
Rhinoceros™ CAD
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10. Conceptual design tools have a significant impact on the representation (graphical and textual
format) of captured concepts in terms of functional, behavioural and structural elements.

11. The amount of time taken to capture each concept has a significant impact on the representation of
captured concepts.

Table 4 shows the number of textual and graphical contents in terms of functional, behavioural and
structural elements of captured concepts in the original and redesign experiments. Captured documents
were analysed to segregate the number of words and distinguishable components used to represent the
concepts. Observations from Table 4 are the following:

e Textual descriptions of concepts both in the original and the redesign phase are substantially
higher in Mobile e-Notes Taker™ then other tools.

e Graphical elements are used to represent mostly the structural elements of concepts in all the
tools. Except Wacom™ Tablet where functional elements are also graphical represented.

e Most behaviour elements are represented textually; that is higher in Mobile e-Notes Taker™.

e Since only few distinguishable structural components with precision are captured in
Rhinoceros™ CAD, factors mentioned by Robertson et al. (2007) such as large amount of
detail and interconnectedness and the complexity of the model influencing premature fixation
might be questionable.

e Comparing Tables 3 and 4 reveals that only with Mobile e-Notes Taker™, the amount of time
taken to capture each concept has impact on the wider representation (function, behaviour and
structure elements) of captured concepts. In other tools, only precision in representation
(especially structure elements) is increased with the amount of time spent.

The observations indicate that conceptual design tools have a significant impact on the representation
of captured concepts. The amount of time taken to capture each concept does impact on the
representation of captured concepts but in varying levels of precision and expression elements.

Table 4. Representation formats of captured preliminary and detailed concepts in original and
redesign experiments

Tools Original Redesign
Textual Graphical Textual Graphical
Fun. | Beh. | Str. | Fun. | Beh. | Str. Fun. Beh. Str. | Fun. | Beh. | Str.
Mobile e- 14 24 33 - - - 12 60 27 0 9 7
Notes 33 150 92 0 8 36 0 28 8 0 0 0
Taker™
Wacom™ - - - - - - - - - - - -
Tablet - 3 s 1 |23 2 1 o | 4 12
Computer 4 7 27 - - - - 13 42 - - -
with
Rhinoceros™ |~ i i i i 4 i i i i i 9

12. Formats of representation of captured concepts have a significant impact on the reinterpretation in
the redesign phase.
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Table 5 shows that the amount of time spent by the designer in reinterpretation of original concepts is
very minimal in the redesign experiments. Textual or graphical format does not significantly change
the reinterpretation time. Video protocols show that the designers were interested to understand only
the overall working principle of the concepts, rather than looking into the details of the concepts. Also,
only the concept chosen by the original designer was focused on during the redesign phase. This could
be one reason for the small number of redesign concepts generated. Goldsschmidt (1994) statement
‘one read off the sketch more information than was invested in its making’ could be valid for original
designer rather than designer using original captured documents in redesign. Some observations
relevant for the reinterpretation hypothesis are:

e In Rhinoceros™ CAD and Wacom™ Tablet, deleted and erased contents were not captured
and subsequently not provided in the redesign experiment.

e The designers involved in the redesign phases assumed the original designer’s thoughts and
progressed accordingly.

e The designers found difficulty in Rhinoceros™ CAD to link the design problems and the
requirements generated by the original designers.

Table 5. Time spent on reinterpretation of captured concepts in the redesign experiments

Tools Amount of time spent on reinterpretation
of all the original concepts (seconds)
Mobile e-Notes Taker™ 310
Wacom™ Tablet with viewing facility 128
Computer (MS PowerPoint) with 309
Rhinoceros™ CAD

H6. Designer adaptability to a design tool has a significant impact on the representation and
reinterpretation of captured concepts.

Video protocols are analysed to understand a designer’s discomfort during interaction with the design
tools. Before and during the experiments, none of the designers questioned the ability and usability of
the given design tools. Except for few adjustments, all designers were well adapted to the conceptual
design tools. The few minor adjustments carried out by the designers were: observing the right mode
of capture function, body movements to orient themselves for using the tool, paper adjustments,
mouse requirement, tool orientation, transferring between paper sheets and continuation of capturing,
and modification being restricted by the original designer. Bonnardel and Zenasni (2010) argue that
technology developments should be adapted to designers’ cognitive processes instead of requiring
them to adapt to new technologies. However, considering the highly adaptable nature of the designers,
it is difficult to find real cognitive, technological needs of the designers. Adaptability is not found to
be an issue with the assessed tools. All the results obtained for hypotheses H1-H5 are not influenced
by adaptability.

4. Discussion and conclusions

Figure 3 summarizes the findings in the influence diagram from the experiments analyses. The
foremost implication from these results is to help designers understand and learn the facilities provided
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by design tools and their influences on the design process. From the industrial perspective, efficacy of
design tools in capturing and reusing concepts in appropriate representation for better reinterpretation
during the redesign process needs to be established

2 . Number of \

Novelty |&~" | redesign concepts _ | Reinterpretation in
design
A / re
L+ +/
Number of Representation of
original concepts + captured concepts __ > Srinivasan & Chakrabarti (2010)
N + N -
+ +/ + S Our results
Conceptual 4| Time taken to capture Noeas i e
design tools + each concept

Figure 3. Influence diagram from the research findings

Since less time spent in reinterpretation process could have strongly influenced the number of redesign
concepts generated, designers have to be trained in the reinterpretation design process to extract
necessary knowledge from the concepts originally captured, rather than assuming about the original
designer’s thoughts process. Also, design tools need to aid the reinterpretation process because none of
the tools currently support capture of all necessary information and knowledge required for the
redesign process. Notable proposals such as representation of the functional properties of design
objects to accommodate multiple views of design objects in a collaborative CAD environment
(Roseman and Gero, 1996) and agent models (Maher et al. 2007) to monitor and augment designer in
capturing and reusing required information and knowledge need to explored for supporting conceptual
paper-based and CAD tools. But to build effective agent models to support reinterpretation, the core
descriptive research question to be answered is ‘what information and knowledge are not captured but
should be otherwise during the design process’. We are presently analysing more experiments
conducted to validate results using elaborated statistical technique.
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Abstract: The purpose of this paper is to examine how material choices are made in practice
by structural engineers and by implication how material behaviour is understood. The
research uses documents from recently completed design projects. By extracting specific
design ideas and decisions from project documentation and categorizing them based on the
type of material knowledge, (either theoretical or technological), and the process by which the
decision was made, (either intuitively or using a specific design tool to verify), the authors
wish to illustrate the role of material in the creative design process undertaken by structural
engineers. The results reveal a complex interconnection between material represented as
matter (as defined in the theories of structures and strength of materials), and the particular
nature of individual materials as understood through technological knowledge.

Keywords: material behaviour, creative design process, technology

1. Introduction

In the profession of structural engineering, designers are confronted with a wide range of materials,
ranging in behaviour from highly variable natural materials such as soil and rock to refined metal
alloys. As a result, an understanding of the breadth of possible material behaviour is fundamental to
the profession’s knowledge base and the designer’s creative process.

1. 1 Knowledge framework: theory v technological knowledge

The theoretical basis of contemporary structural engineering was largely established with the
formulation of elastic theory in the nineteenth century, (Heyman, 1998). A key concept developed in
elastic theory, was the intrinsic material property which is independent of the form or geometric extent
of the material. (Examples include among others Young’s Modulus E and the Poisson’s ratio v). This
conceptual leap was the key to the development of methods to quantify structural behaviour, but
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equally, from the standpoint of material science, can be seen as a convenient approximation used to
allow the development of mechanics, which contradicts the observed reality that form and material
behaviour are difficult to separate. (Gordon, 1988).

In parallel to the extensive theory available to the structural engineer, (calibrated against a mass of
laboratory tests on material), empirical rules of thumb and direct experience regarding material
behaviour continue to form a significant portion of the structural engineer’s knowledge base.
Particularly with regard to materials with highly non-linear properties, such as reinforced concrete and
timber, a wealth of observations of built work, provide data about movements, tears, cracks and
instabilities. This information comes from a limited number of full-scale laboratory experiments, and
mostly from both, the practicing engineer’s active involvement in construction, and from fields such as
the renovation and conservation of buildings. Critically, it can be argued that the study of full scale
precedent, remains a key tool in structural engineering design education (HarvardGSD, 2010). In this
paper, the authors will refer to this type of knowledge as technology based knowledge in contrast to
theoretical knowledge. For a wider discussion of knowledge and its classification the reader is referred
to (Ahmed et al., 2005) and (Christiaans, 1992). Such classifications of knowledge are seen by the
authors as compatible with the theoretical v technological knowledge model referred to here.

1. 2 Process: intuition and analysis tools

The design process can be broadly divided into two activities, idea inception and testing. The former
follows a process of ‘intuition’ and the latter is largely encompassed by methods of analysis in the
context of structural engineering.

Although there have been recent developments to introduce some of the physically ‘intuitive’ aspects
of computer games to structural software, including project Vasari (developed by Autodesk) and
Kangaroo (developed by Rhino), software remains substantively a modeling tool for testing
predesigned structural concepts rather than to generate ideas. As a result, structural engineers continue
to use a range of intuitive ideas about structural behaviour in formulating design ideas. The range of
intuitive approaches is open ended and can be intensely personal. Approaches include variations of
bio-mimicry, for example, in which the designer imagines the structural form as a plant and visualizes
where the stems would be and their relative thicknesses. (M. Cook, personal communication,
September 21, 2011). Equally, intuition can be based directly on precedent, with the designer
visualizing the project as a structure similar to existing built work. Some intuitions can be related
directly to structural theory, such as the visualization of load paths to create an equilibrium force state
in a structure or the distribution of movements and hence forces in a structure, as a result of the
relative stiffness of different elements. (Brohn, 1984). Mainstone provides a most illuminating
description of intuitive processes, categorizing approaches as based on observation, visualization or
the feeling of force within the body (Mainstone, 1963).

Critically, the different modes of intuition incorporate a variety of ideas and assumptions about
material behaviour, which in turn create a complex picture of how structural engineers understand
material.
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MATERIAL PRESENCE

INTUITION | e Inintuition, material can be critical to concept or entirely absent

ANALYSIS TOOLS |

Analysis tools use generic material properties

PROCESS
KNOWLEDGE
‘ TECHNOLOGY | e Material behavior fundamental to technology
‘ THEORY ‘ e Theory based on a generic understanding of material

Figure 1. Framework for considering material in terms of design process and knowledge

2. Research approach

Using the framework of design knowledge and process as described in figure 1, three projects were
examined for the presence and nature of material understanding . By extracting specific design ideas
and decisions from the documentation and categorizing them based on the type of material knowledge,
(either theoretical or technological), and the process by which the decision was made, (either
intuitively or using a specific design tool to verify), the authors examined the role of material in the
three projects, from the perspective of the structural design.

2. 1 Project Choice and Characterization
3 projects were chosen for examination, namely:

e The Massar Children’s Discovery Centre, Damascus, Syria.
e The ‘Skywalks’ pedestrian footbridge network, Riyadh, Saudi Arabia.
e The Institute of Diplomatic Studies, Riyadh, Saudi Arabia.

The projects were chosen on the following basis. Firstly they all had an extended design process,
(minimum 1 year), with a considerable quantity of documented design information that it was possible
to refer to. This was important as the objective was to study a design environment rich in decision
making. In each case a large selection of design reports, email correspondence, meeting minutes,
drawings and specifications were available to the authors. Also, the projects had certain similarities
which encouraged a detailed discussion of structural behaviour. They all had a geometry which could
be described as complex and which required sophisticated software to describe the form but more
importantly, in each case the structural solution was not immediately obvious at the outset of the
design process. In fact, in each case the suitability of the building envelope or ‘skin’ as structure was
discussed at length. All the projects were a collaboration between Buro Happold Consulting Engineers
and Henning Larsen Architects between 2006 and 2010. The primary author had first hand experience
of all the projects.

In addition each project had unique characteristics. The Massar Discovery Centre design process was
concerned with the feasibility of achieving a specific architectural form within the building culture and
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technological constraints of Syria. By contrast, in the Institute of Diplomatic Studies project the
structural ideas were drivers of form generation. The main architectural design concept was the
creation of a central communal space or ‘oasis’ and the architects were keen for the structural and
environmental technological possibilities and constraints to influence the form. In this instance, the
design was developed using form-finding software and physical modeling techniques to create an
optimized structural form, based on idealized load conditions. The Skywalks bridge network project
had different design drivers again. In this case the architectural spatial constraints were less significant
and the design process was focused on delivering a generic design which, while on the one hand was
materially efficient and adaptable to the different physical constraints of the various sites, could be
constructed by a number of construction techniques (to create an open and competitive procurement
route) and also had a unique and striking form.

Figures 3 and 4. The Massar Discovery Centre and the Skywalk Bridge Network

2.2. Method of data analysis

The method of analysis was as follows. A total of 281 separate references to ideas or decisions
regarding structural behaviour were identified in the documentation of the three projects. Henceforce,
these will be referred to as structural ‘design statements’. The majority of design statements were from
the structural engineering documentation but those from other design professionals including
architects, building service engineers and contractors were included when they weren’t covered within
the structural engineering documentation but had a structural basis. (50 of the original data set were in
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fact discarded due to their lack of structural basis or repetition of ideas).The design statements were
collected from a range of pre-construction phases.

Each design statement was coded in relation to the type of knowledge on which the statement was
based (theoretical or technological), and its role in the design process, either as an expression of
structural intuition or the documentation of the use of an analysis tool to verify an idea regarding
structural behaviour. (See figure 1).The method of articulating intuition, for example by sketching or
talking, was also coded. Before commencing the coding process, an extended list of sub-codes had
been established based on a literature search and previous interviews, to further divide the various
categories. This was used as a starting point, and during the coding process, this was modified in
response to the data being analyzed. Unused categories were removed. It should be stressed that the
sub-coding process was used in this context to allow the observation of patterns of design thinking,
rather than a process of classification and as such was continually under review. In fact, the original
pass at coding and sub-coding was reviewed in full after 6 months and some small changes made. A
total of 27 sub codes were recognized in the 3 projects and are outlined in table 1.

Following completion of the coding and sub-coding process, the data was presented in terms of the
relative frequency of the different categories of knowledge, process and method of articulation. This
was undertaken for the full data set (figures 5, 9 and 10) but also split up by project phase, individual
project and the profession of the designer. Correlations in the data set were also examined. The
frequency of cases in which specific sub-codes of knowledge, process and method of articulation were
present in the same design statement, was analyzed.

It should be noted that the analysis does not take into account the relative importance of each design
statement in developing the overall project or the time it took, or indeed the quality of the design
decisions made as a result. Also, the number of design statements varied based on the richness of the
data set. The Masser Children’s Centre had the largest data set of 107 design statements, while the
Institute of Diplomatic Studies and Skywalks project had respectively 55 and 79 design statements.

PROCESS KNOWLEDGE

Intuition Categories — Design Inception (I1C) Technological Knowledge (TEC)

IC1A Load Path/Equilibrium Concept TEC1 Material Based Technology

IC1B Relative Stiffness Concept TEC2 Empirical Testing as Design

IC2 Observation of Precedent TEC3 Design by Components

IC3 Biological Analogy TEC4 Ideas from Cultural and Historical
Context

ICA Abstract Concept- (ldea generating | Theory of Structures and Strength of Materials

form) (M

Mathematical Tools- Verification (TM) TS1 Geometrical Load Path (Tension and

Compression)

ICDC2012 141



TMH1 Hand Calculations based on Force | TS2 Beam and Frame Load Distribution
Distribution

TMH3 Hand Calculations based on Elasticity | TE Theory of Elasticity (and extensions to
the Theory of Elasticity)

TMN1 Software Calculations based on Force
Distribution

TMN3 Software  calculations based on | Method of Intuition Articulation (IM)

Elasticity
TMN4 Software Calculations based on | IM1 Hand Sketching
Inelastic Behaviour
TMT3 Tabulated  Solutions based on | IM2 Noting
Elasticity
TMT4 Tabulated Solutions based on Inelastic | IM3 Talking
Behaviour
Physical Models —Verification (PM) IM5 Images
PM1 Form Finding Models IM6 Computer Sketching

Table 1. Process, Knowledge and Method of Articulation Sub Codes
3. Findings

3.1 ‘Method of articulation’ data set

The data set indicates that the majority of design statements are articulated either by sketching by hand
(IM1) or through discussion (IM3) in the design team, primarily at meetings, although there are a
number of other methods used (Figure 8). Sketching using a computer is not very prevalent (IM6),
although its incidence is higher in the Skywalks bridge project due to the specific personalities in that
design team. The frequency with which design statements are articulated using words (written or
verbally) is relatively constant through the various project stages, an indicator of a continuing dialogue
within the design team and with the client in each project. By contrast the use of images, reduces
dramatically after the first stage in all the projects as the design becomes more concrete. The use of
sketches peaks at concept and detailed design stages, corresponding to the stages of most rapid design
development.

A significant majority of the design statements described by images and through discussion, articulate
intuitions based on precedent and refer exclusively to technological knowledge. In the case of images
70% and in the case of discussion 81%. By contrast, the ideas articulated by sketching can be based on
the theory of structures or technological knowledge or indeed both which highlights the adaptability of
hand sketching as a design tool, and the often complex interaction between the theory of structures and
technological knowledge . More specifically, of the ‘sketch’ data set, 28% of the design statements are
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based on technological knowledge only and exclusively articulate a process of intuition based on
precedent while 38% of design statements refer to knowledge founded on the theory of structures and
articulate a process of intuition based on mathematical systems including equilibrium, relative
stiffness or a mechanism. The remaining 25% of design statements are based on both technological
and theoretical knowledge and articulate a mixture of intuitions. Examples of these three types of
sketch are shown in figures 5, 6 and 7.

Figures 5, 6 and 7. Sketches indicating various knowledge sources: Theory of Structures only,
Technology only and Combined Theory of Structures and Technology.

Examples of each of these sketch categories can be seen in all stages of each project’s design process
with the exception of certain early stages of the Institute of Diplomatic Studies, where the mixture of
technological and theoretical knowledge is absent. This would appear to be due to the ‘abstract’ design
process chosen as discussed previously.

‘

&M1& M2 & IM3

IM4 - IM5 ~ IM6 WTEC =TS “TE =IC1 =IC2

Figures 8, 9 and 10. Complete Data Sets: Method or articulation, Knowledge and Process.

3.2 Knowledge data set

Figure 8 reveals that 52% of the design statements depend on technological knowledge (TEC) rather
than theoretical knowledge (TE and TS). The authors would argue that this large presence of
technological knowledge indicates a frequent consideration of material behaviour in the projects. This
proportion decreases from approximately % of design statements at the feasibility stage to a 1/3 as the
projects progress to completion. Material and component based technological understanding is
consistently present through all stages of each project but technological knowledge which is more
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loosely based on the cultural or historical context, appears to reduce significantly as the projects
progress. In the complete data set, technological knowledge appears to closely relate to intuition based
on precedent. 90% of design statements with intuition from precedent are based on technological
knowledge rather than the theory of structures.

Technological knowledge is strongly present through all the projects but it was particularly noted that
material knowledge remained very dominant throughout the Skywalks bridge design project due to
the need to develop a design which promotes an ‘open’ technological procurement route compatible
with the full range of steel connection and erection technologies available. Similarly, in the Massar
Children’s Discovery Centre material technology is very prominent due to the detailed discussion
regarding the specific construction context of Syria. It should be noted that the designers involved in
all the projects, who were not structural engineers, used almost exclusively knowledge based on
technology highlighting the particular disciplinary nature of the theory of structures. However, it
should be pointed out that designers other than structural engineers only account for the generation of
9% of the data set.

Of the design statements founded on theoretical knowledge, 58% specifically relate to theory in which
constituent material parameters plays no part. The remaining minority of statements are based
exclusively on elastic theory or extensions to it, in which the Young’s Modulus, as a measure of
material stiffness, is used. The statements which are based on elastic theory are primarily analyses of
movement or buckling behaviour and are more prevalent towards the end of the projects. The
prevalence of elastic theory does vary between projects, based on the specific problems being tackled.
For example, in the Skywalks bridge project, problems which required a value of Young’s Modulus
for analysis, are only present towards the latter stages, as the form of the structure was almost
exclusively generated based on an understanding of force distribution. This highlights that elastic
theory is useful to quantify specific problems but is not the only tool of choice of structural engineers.

3.3 Process data set

Figure 9 indicates that 25% of the design statements are based on a process of verification or testing
™ leaving the vast majority depending on intuition (IC). The dominant processes of intuition were as
follows: 42% of the total of design statements were informed by an intuition based on precedent (IC2)
and 32% on mathematical concepts of relative stiffness, equilibrium and mechanisms (IC1). The
authors would argue that strong representation of precedent demonstrates a high presence of material
consideration in these design projects.

Examples of intuition based on precedent reduce progressively from about % to 1/3 as the projects
progress while those based on mathematical concepts are relatively constant. By contrast, the number
of design statements based on a process of verification or testing gradually increases as the projects
progress, which would be consistent with an increased requirement for checking and verification as
the design becomes more detailed. The Institute of Diplomatic Studies project has uniquely the
presence of form finding techniques based on an efficient distribution of force, both using physical and
mathematical modeling tools. Intuition based on biomimicry was also used on this project. Such
processes, using an abstraction of material as ‘matter’, promote a generic rather than a particular
understanding of material.

4. Conclusions

Looking at the data as a whole, it is clear that the variety of ideas and techniques available to structural
engineers to understand materials is extensive. On the one hand, simple techniques based on the theory
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of structures allow quantitative testing of problems using basic material properties as ‘matter’. On the
other, ready access to knowledge of the particularities of individual materials and technologies
promotes their sophisticated use in design. With regard to the latter, it was noteworthy the dominance
of material technology and precedent in the data set and hence the authors would argue a high
consideration of the understanding of specific materials.

However, the data from these three projects indicates more complex patterns regarding how this
knowledge is combined, than this simple opposition suggests. On the one hand images, appear to
articulate the idea of technology in isolation, as does discussion. By contrast, the traditional technique
of hand sketching is suited to the articulation of both technology and the theory of structures, often
both at the same time demonstrating that in many situations the understanding of the theory of
structures and technology and therefore the representation of material is interwoven in a complex
manner in the mind of the engineer. This inevitably raises the question whether contemporary
computer sketching techniques have the same level of sophistication as a tool for expressing ideas.
The data set on these projects was not sufficient to conclude on this manner.

As a general comment on the design process of these projects, it is noteworthy the wide range of
problems encountered and by necessity the requirement for expedient techniques and approaches to
solve problems quickly. This can be seen in the prevalence of intuition, simple methods of analysis
and the direct reference to specific materials, through technological knowledge and precedent. This
conclusion reflects the observations of Vicenti (1990) that most design decisions are a process of
satisfaction rather than optimization, given their sheer number and complexity.

To conclude the authors wish to point out that this is a study of specific design teams in unique
companies with a strong design culture. As such, the conclusions do not necessarily have general
applicability for industry. However, it is anticipated that the conclusions are being used to inform a
series of semi-structured interviews with a wider range of practitioners to place the issues in a wider
context as a second stage of research.
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VARIATION IN CREATIVE BEHAVIOUR DURING
THE LATER STAGES OF THE DESIGN PROCESS

C. M. Snider, P. J. Cash, E. A. Dekoninck and S. J. Culley
Department of Mechanical Engineering, University of Bath, Bath, UK

Abstract: This paper presents results from an experiment studying the creative behaviour of
14 engineering designers during a later stage engineering design activity; with the aim of
identifying important considerations that must be made when supporting designers in later
stage design situations. Data gathered demonstrates the variation in designer behaviour that
occurs even when completing identical activities; and differing creative approaches that
designers may follow within the later stages of the design process. By understanding the
individual behaviour of designers, it will be possible to better inform the use of methods for
creative support within the later stage engineering design process.

Keywords: creativity, designer behaviour, embodiment, detail

1. Introduction

The importance of research into creativity is well recognised within design research, with extensive
studies performed in a wide variety of disciplines. However, with few exceptions, research to date has
focused on creativity in a general sense or on the earlier stages of the process, thereby excluding study
into the appearance and effect of creativity and creative behaviour during later stages. Benefits within
later stages have recently been identified in the field of computing (Brown 2010), and some case
studies of late stage problem solving using creativity methodology exist in the engineering domain
(Frobisher, Dekoninck et al. 2006).

The increase in constraint present towards the later stages of the design process (McGinnis and
Ullman 1990; Howard, Nair et al. 2011), and the processes described by well-established design
models (such as Pahl and Beitz (1984) or Pugh (1990)), show that the later stage design process
presents a unique situation within which the designer must work. It may therefore not be sufficient to
supply designers working within the later stages with the same methods of creative support as those
working within the earlier stages.

To begin to address this concern, this paper presents a study focused on developing an understanding
of individual designer behaviour within the later stage engineering design process, particularly the
variation that exists between designers when solving identical problems. This is completed through
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the use of a specific creative behaviour coding framework, presented in greater detail within past work
(Snider, Dekoninck et al. 2011). Through this framework the study aims to identify the importance
and influence of the completed project brief on designer behaviour and preliminary evidence of
differing creative approaches that designers exhibit. From this information it will then be possible to
develop the understanding and direction needed for methods of creative support, which will work with
the designers’ inherent behaviour in an appropriate and beneficial manner.

1.1 The Coding Scheme

This work uses the coding scheme presented in detail in Snider et al. (2011), which is designed to
identify creative design approaches followed by designers during the later stages of the design process.

This is achieved through study of the designers task activity throughout, specifically on the use of each
task either to develop the information that they have about the design, the brief or the domain (called
information tasks); or on the use of each task to develop the design itself as a physical product, e.g. the
physical components, layouts and materials (called application tasks).

Each task is then defined according to its initial and final state based on information (I) and
application (A), creating four possible options. Tasks in this work are defined as a transformation
from either an information or application input state to a separate information or application output
state, with the final classification referring to the final state of the task. For example, an information
task is defined as any task that ends with an information state (see Figure 1). Designers may use the
information they already have, and develop it into a broader or more developed version (I = 1); they
may apply the information that they have to create the design itself (I = A); they may take the current
form of the design (application) and re-work it into a more developed version of itself (A > A); or
they may take the current form of the design and analyse it to develop information (A = 1).

In addition to these task categories, the coding scheme considers creative behaviour within each task
according to whether it is completed in an expansive or restrained manner. Relating to the work of
Guilford (1956), to be expansive refers to creativity in both divergence and convergence within the
design process, through the pursuit of alternative products and technologies, or through the
development and integration of new part combinations. To be restrained refers to a lack of creativity
in either divergent or convergent processes. Expansion in a task then classifies it as creative within
this work, while restrained tasks are classified as routine. The coding scheme identifies tasks as
belonging to one of eight groups, as shown in Figure 1 according to their output entities. Throughout
the work, the act of being creative in information tasks is referred to as being astute, and the act of
being creative in application tasks is referred to as being opportunistic. A designer who is primarily
creative in information tasks then follows an astute approach, while one who is primarily creative in
application tasks follows an opportunistic approach. To provide option for further analysis, tasks are
also classified according to whether their initial state is of the same type as their output state (called
single), or of the opposite type (called translational).
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Information (1) Application (A)

Single Translational | Translational Single
Routine 1>1 Al 12> A A>A
Creative 1> A->1 1> A A>A

An expansive task performed by designer D,
in which the Function (Dynamic Head
Support) is transformed into a collection of
sketches of several working principles
(examples of suitable Behaviour). Hence the
appropriate Entity Transformation and verb:

| > A: “FExpansive”

Figure 1. The eight task types, and one example application task

To provide illustrative example, Kevlar was originally designed as a replacement for steel within the
wheels of racing cars, but has been applied to an array of applications due to its exceptional properties,
ranging from body armor to loudspeaker cones. This is an example of an astute task, taking
knowledge that already exists and applying it (with little modification) in a new context. In contrast,
opportunistic tasks are creative through the way in which they use existing factors within the design
context for new or alternative purposes, producing significant benefit. For example, through careful
consideration of the configuration of components within a system it may be possible to arrange them
in such a manner that some single parts are capable of completing multiple functions, or some parts
are no longer needed what-so-ever. One such example could be the process of part-count reduction
within design for assembly.

In addition to the coding scheme, it is necessary to categorise tasks as according to specific design
stages, in order to ensure that only those typically occurring within the later design stages are included.
Developing from the work of Howard (2009) and Gero (1990) this coding scheme defines design
stages as according to their focus on design function, behaviour and structure. Design stages are
identified according to the foci of the tasks themselves, rather than by chronology of the process (such
as within Pahl and Beitz (1984)), in which later stage tasks refer to those occurring at a later point in
time; or system hierarchy (Suh 1990; Ulrich and Eppinger 2012), in which later stage tasks refer to
those on a lower system level. The coding scheme then includes all tasks with a focus on later stage
activities regardless of when they occur, or the systems and components on which they are being
completed. Within this work, later stage tasks are defined only as those concerned with producing the
detailed behaviour and structure of the system, reflecting those tasks that would typically be
considered as belonging to embodiment and detail stages of engineering design process models.

2. Methodology

The study was conducted on a total of 14 participants, of which two were professionals from industry
with 4 and 10 years experience, two were final year undergraduate students with no direct industrial
experience and 10 were final year undergraduate students with between 12 and 20 months of industrial
engineering experience.
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The study occurred according to Figure 2 over a period of four hours, not including supervised short
breaks between stages (included to attempt to prevent fatigue and during which participants did not
discuss the brief), designed to mimic a complete design process as described by Hales (1986). Breaks
were not permitted between receiving the brief for a single stage and that stages completion. An
extensive explanation of the methodology for this experiment is present in Cash et al. (2012). The
brief throughout the process was to develop a remotely operated camera mount to be placed
underneath a balloon for amateur aerial photography. In each stage of the experiment the designers
were provided with identical sub-briefs designed to stimulate the appropriate design process activities.
In each individual section, designers were working on identical sub-problems. The third stage of the
study (on which analysis within this paper occurred) required the designers to “Develop an
appropriate, feasible, dimensioned, detailed solution” from a single concept identified within the
previous stage. In addition to this the designers were provided with goals that encouraged the
completion of later stage tasks as opposed to early, such as “include a description of the method of
assembly” and “include methods of manufacture (for all components)”. Analysis only included tasks
defined as occurring within embodiment and detail stages, any conceptual tasks that occurred were
excluded. All analysis within the study considers only the designers as individual workers, as they
were within the studied experimental stage. While the importance of the influence of working within
teams in prior stages is recognised, such analysis is beyond the scope of this paper and will be
considered in further work.

Stage 1 Stage 2 Stage 3 Stage 4
Information —sGroup Detail Design ~Design
Seeking Brainstorm (Area of Study) Review
Duration 50 mins 50 mins 90 mins 50 mins
Teamwork Individual Group Individual Group

Figure 2. Structure of the Study

In addition to these stages each participant completed a detailed background questionnaire, a creative
style test similar to the KAI test (Kirton Adaption-Innovation (Kirton 1976)), and the Torrance Tests
of Creative Thinking (TTCT) Figural Form A (Torrance 2008) to determine personal creative level.

Within each individual stage designers were given identical specific instructions to stimulate tasks that
match those that would occur in a realistic design setting. The third stage of the experiment, labelled
“Detail Design” was specified such that it would require detailed design tasks typically found within
the later stages of the engineering design process, defined according to Section 1.1 above. As only the
third stage concerned later stage, individual design, it was the only stage included in the analysis
presented in this paper. Further analysis regarding other stages of the experiment is ongoing.

Within each section of the study, data was collected through the use of webcams to capture the
designer, Panopto software (www.panopto.com) to capture their use of computers, and LiveScribe
(www.livescribe.com) notebooks and pens to capture their individual use of logbooks in detail,
including an accurate measurement of time of occurrences. Through this comprehensive method of
data collection it was possible to perform detailed analysis of designer behaviour over time.
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Individual tasks were coded for each designer according to the scheme summarised in Section 1.1 by a
single researcher, through careful analysis of markings within logbooks and computer use against time
of occurrence. Coding of the work of each designer was completed in a single sitting to ensure
continuity of coding standards. Only those tasks that were determined to be within the later stages
were included in the analysis. Although no inter-coder reliability analysis was carried out in this case,
the coding scheme has previously demonstrated a value for Krippendorff’s alpha (Hayes and
Krippendorff 2007) of o = 0.768 on a similar data set (Snider, Dekoninck et al. 2011), a value that is
suitable for exploratory work of this form (Blessing and Chakrabarti 2009).

3. Results and Discussion

In total, the 14 designers completed 130 tasks that were classified as later stage design tasks, with an
average of 9 and range of 5 to 18 tasks per designer. All tasks within the third stage that were judged
as conceptual were excluded from analysis; data within this work refers only to those tasks within the
embodiment or detail stages, defined in this work as later stage.

3.1 The influence of the project brief on designer behaviour

Through comparison of the behaviour of the designers while completing the project it is possible to
gain some understanding regarding the influence of the brief itself, and hence whether the larger
influence on designer behaviour stems from the nature of the work that is being completed or from the
individual approach of the designer themselves.
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Figure 3. Proportions of information and application tasks

Despite being provided with identical briefs and instructions throughout the study, the behaviour of
the designers within the third section varied greatly. While some (such as Designers D, F, H and M)
completed a large proportion of information based tasks, others (particularly Designers B, C and J)
almost entirely based their work in application. Therefore, while the former designers spent some
time developing their knowledge of the task, other designs and alternatives within the domain; the
latter designers developed ideas through manipulation of the design as it appeared following the group
brainstorm session, with little additional input through information searching or development.

Particularly interesting is the variation in behaviour between designers. Previous work (Snider,
Dekoninck et al. 2011) within a longitudinal study in which seven designers completed differing briefs
highlighted a similar spread of difference in designer behaviour (Figure 4). That a difference in
behaviour exists regardless of whether the designers complete different or similar briefs suggests that
the primary influence is not the brief itself, but is rather the designer and their approach or style.

ICDC2012 151



Percentage of
total tasks

100.0%
80.0%

60.0%

B Application

Information |-

40.0% -
20.0% -

0.0% -

A B C D

Participant

E

F G

Figure 4. Information and application task proportions from past work by Snider et al (2011)

3.2 Variations in creative behaviour

There are some consistent trends present between designers relating to the type of tasks that they
complete, and those in which they are creative, according to the data shown in Table 1. Statistical
significance for findings was assessed using the Wilcoxon signed-rank test.

Designers tend to favour application output tasks (p = 0.002; designer average 75.4% application
output tasks; Table 1, columns 1,2), and single tasks when working in later stages (p = 0.0076;
designer average 63.8% of single output tasks; Table 1, columns 5,6). Then looking at the creative
behaviour of designers within both single and translational tasks, there is a preference for a higher
proportion of translational tasks to be performed creativily (p = 0.0054; average proportional
translational expansion 34.3%; average proportional single expansion 15.1%; Table 1, columns 5,7).

Table 1. Percentage tasks within selected categories

Information / Application split (proportional Single / Translational split (proportional to
to total tasks) single/translational category)
5 Application Output Information Output Single Output Tasks Translational Output
S Tasks (%) Tasks (%) (%) Tasks (%)
é Single | Translational | Single Translational Expansive | Restrained | Expansive Restrained
A 25.0 50.0 12.5 12.5 333 66.7 40.0 60.0
B 72.2 22.2 0.00 5.56 15.4 84.6 40.0 60.0
C 58.3 25.0 8.33 8.33 25.0 75.0 75.0 25.0
D 22.2 33.3 44.4 0.00 333 66.7 333 66.7
E 50.0 38.9 0.00 11.1 11.1 88.9 22.2 77.8
F 36.4 18.2 27.3 18.2 14.3 85.7 50.0 50.0
G 50.0 33.3 16.7 0.00 25.0 75.0 50.0 50.0
H 429 14.3 28.6 14.3 20.0 80.0 50.0 50.0
| 22.2 44.4 22.2 11.1 0.00 100 20.0 20.0
J 90.0 10.0 0.00 0.00 0.00 100 0.00 100
K 40.0 20.0 20.0 20.0 0.00 100 0.00 100
L 50.0 16.7 333 0.00 0.00 100 0.00 100
M 20.0 20.0 40.0 20.0 33.3 66.7 50.0 50.0
N 333 333 333 0.00 0.00 100 50.0 50.0
Mean | 43.8 27.1 20.5 8.60 15.1 84.9 34.3 65.7
S.D. 195 11.5 14.4 7.52 13.0 13.0 22.1 22.1
ICDC2012 152




That designers favour single tasks but are more creative within translational tasks suggests possible
directions for creative support, and for the enhancement of creative behaviour within the later stages of
the design process. Stimulating designers to perform tasks that switch between information and
application rather than stay within one or the other may enable them to follow a more creative process
due to the potential creative properties of translational tasks.

3.3 Differences in creative approach in later stage design tasks

While a strong similarity exists between designers in terms of the focus of their tasks and the
appearance of creative behaviour in tasks that transfer from information to application or vice versa,
differences appear when looking at creative behaviour against type of task output.

Although the majority of tasks within the later stages consistently focus on application output tasks
across designers, the form of task in which they are expansive varies. While Designers A, B, D, E, I,
M and N all performed a higher proportion of application output tasks expansively (proportional
average 23.7% more application); Designers C, F, G and H all performed a higher proportion of
information based tasks expansively (proportional average 30.4% more information; See Figure
5Figure ).

This difference corroborates that found in past work (Snider, Dekoninck et al. 2011), and demonstrates
both the varying ways in which designers may be creative, and that varying preferences for each exist.
Furthermore, it agrees with the definitions for creative processes presented by other researchers (see
Dym (1994)). The astute designer is one who is creative primarily through the information that they
gather throughout the process, searching for alternative solutions, functions or features that could be
incorporated into their design and then directly applying them to their work.

2
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Figure 5. Proportions of information and application tasks, and expansion within each

3.4 Correlations between data and external creative tests

In addition to the main study, the designers also each completed a creative style test similar to the KAI
test (Kirton 1976), and the TTCT test (Torrance 2008) to determine creative level. The results from
each of these were then used to identify correlations between the collected data and these external,
accepted measures of creativity, shown in Table 2.
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Table 2. Correlations found within the data

1** Variable 2" Variable Correlation Significance (p<...%)
Overall expansion Single expansion 0.919 0.0166
Overall expansion Opportunistic expansion 0.903 0.0486
Creative style test Overall expansion 0.617 0.940
Creative style test Opportunistic expansion 0.596 1.22

Translational expansion TTCT Creative level test 0.427 6.39

That correlation exists between overall expansion within tasks and expansion within the single and
opportunistic categories is not surprising; interest does however lie in the particular strength of these
correlations. That designers who are expansive in single tasks (shown to be a less common trait; Table
1) are more expansive overall perhaps demonstrates an inherent creative ability; should you be more
creative in tasks that are typically routine, you are more likely to be creative overall. Similarly, as
opportunistic expansion is more common than astute (Figure 5) and therefore provides a larger
contribution to overall expansion, this is perhaps an area of focus for the development of creative
support. Should opportunistic expansion be more suitable within the later stages of the design process
then tools should be tailored more towards its stimulation.

That significant correlation exists between the creative style test and overall expansion demonstrates a
link between the results produced by the coding scheme and an external measure of creativity. Those
that are more expansive are then similar to those identified as creative innovators within the test, a
creativity style that is described as bearing a higher resemblance to typical views of higher creative
level within the literature (Kirton 1976). The lack of significance between the data and the TTCT
suggests that those who are more expansive are not necessarily those judged by the TTCT to have the
highest creative level. Within this work the focus is not to capture those that produce the most
creative results, but rather to identify creative behaviour within the later stages of the design process.
The data does not then judge level of creativity, only those behaviours that increase the potential to
achieve a creative result of some form. Correlation against creative level is not directly expected; that
some designers may require a significant amount of creative behaviour to achieve a moderately
creative result and some may require little creative behaviour for a highly creative result is a trait of
the extent of their inherent creative ability, and not of their style within the process. Through future
work this link can be studied in more detail; identifying the practices of those who have an inherently
high creative level and whose work correlates with beneficial end results may highlight ways in which
the creative design process can be made more efficient.

4. General Discussion

Of particular interest and implication for the support of designers within the later stage engineering
design process is the knowledge that behaviour will vary independent of the brief; designers will
follow their own creative approach, showing a preference for the types of task that they complete and
for those in which they are expansive.

Considerations for creative support must then take this into account. While one tool may be
particularly applicable for one designer in a specific situation, the frequently used assumption that a
tool will be suitable for all designers in that situation or indeed for the same designer in any other
situation cannot be made. While certain trends and preferences exist between designers, such as a
predominance of application based tasks and translational expansion (Table 1), designer support must
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also take into account those aspects of designer behaviour that are not always shared. Tools or
techniques could be proposed to enhance creative behaviour in a manner that is compatible with the
designers’ inherent style; thereby providing creative support which improves process efficiency or
product value without the potentially stifling effect of encouraging designers to use tools that do not
match the way in which they would naturally work.

One aspect that has not been studied in detail to date is the overall creative level or final value of the
designs produced. As such, it is currently not possible to state the exact form that creative tools or
techniques should take. For example, while more designers seem to follow an opportunistic approach
(Figure 5Figure ), it is not known whether this approach is preferable to an astute approach in terms of
benefit. As such it is not logical to suggest the development of tools that encourage opportunistic
behaviour; it is equally possible that those who are naturally opportunistic would benefit from
enhancement of astute characteristics as it is that they would benefit from further support of their own
natural style. Further work is then required on the benefits of these particular types of creative
behaviour and of the effect on their manipulation.

5. Conclusions

The work presented in this paper has demonstrated the differences that exist between designers while
working at the later stages of the engineering design process, particularly looking at behaviour that is
deemed creative. While some designers primarily develop new ideas and alternatives through the use
and discovery of new information concerning the design and brief; others primarily develop ideas
through the way in which information is applied to the design itself, and how the form and
arrangement of components can be manipulated. This behaviour exists irrespective of whether the
designers are working on the same brief individually or on different briefs. Their behaviour is
therefore likely a product of their own approach rather than of the design brief itself.

This study also reveals some directions for further research, which in turn will impact the development
of creative support methods. It cannot be assumed that, given the present differences in behaviour, all
forms of creative support will be appropriate and beneficial to all designers while they are working in
the later stages. Similarly, it cannot be assumed that those tools which are commonly used and proven
within early design stages are equally effective within the later stages. It is therefore important that
both of these factors are taken into account when developing methods of creative support, which will
lead to more beneficial end results.
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“CRITICAL MASS OF IDEAS”: A MODEL OF
INCUBATION IN BRAINSTORMING
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Abstract: This paper presents the results of experiments with a computational model of group
brainstorming as an environment to study the role of incubation in creativity. In this model,
exploration refers to the random search for solutions, exploitation refers to the guided search
for new solutions based on existing solutions, and incubation is defined as the re-organization
of the search processes used previously to find solutions but with no direct output of actual
solutions. This work suggests that the beneficial effects of incubation in ideation could
depend on the type of ideation processes carried out in previous stages of the creative process,
and it provides insights for understanding the complex nature of incubation. We suggest the
concept of “critical mass of ideas” as a plausible mechanism to explain incubation and argue
for its inclusion in future studies of creativity.

Keywords: incubation, brainstorming, multi-agent model

1. Introduction

Generating and identifying novel ideas is hard. Facilitating ideation teams to generate and identify
novel ideas is probably even harder. Key insights from research and practice provide some guiding
principles to facilitate creative ideation in design. For instance, research on brainstorming has
characterised the differences in ideational productivity of interactive (individuals collaborating in
teams) and nominal groups (individuals working alone), suggesting that facilitation of creative teams
has a large impact in the fluency of ideas (Isaksen & Gaulin 2005). Facilitation is acknowledged as a
key strategy to overcome the well-known shortcomings of brainstorming interactive groups. Yet, there
is a lack of systematic evidence and sound explanations of good facilitation practices. The creation of
robust facilitation strategies for creative ideation in design is what motivates this work.

Laboratory studies of group brainstorming present considerable challenges such as the criteria to
define the task or problem addressed by participants, the criteria to assess the quality of ideas, and
subtle differences such as motivation and various societal dynamics that are difficult to account for.
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This paper presents a computational model of group ideation that enables the examination of specific
variables and their interaction over time in a multi-agent simulation that can be inspected in every
detail and run iteratively under different initial conditions to understand the effects of incubation
principles. The results of this computational social model cannot be generalised to situations of
humans brainstorming, their value is instead as thinking tools to derive guiding principles for future
research and practice. In this paper we focus on incubation principles in group brainstorming.

2. Incubation

The idea of ‘incubation’ in creativity research has been very influential. The term is usually credited to
Poincare’s anecdotal account of his mathematical discoveries as characterized by the ‘four stage
model’ of Wallas (1926). This model suggests that the creative process iterates through a sequence
that begins with an intense period of conscious work (preparation), followed by a period of leaving
aside the task for a while (incubation), leading to a sudden flash of insight (illumination)
complemented by intense and focused work on the resulting ideas (verification).

Incubation in the ‘four stage model’ suggests that the individual or team suspends the ideation process
either by resting or engaging in other tasks, literally ‘sitting on the ideas’. This has been hypothesized
to protect the early ideas in the subconscious, possibly providing optimal conditions for understanding
and connecting them with other ideas. Dreaming has been linked to creativity due to subconscious
random associations between ideas. A recent study examined the role of REM sleep on the Remote
Associates Test (RAT), a test where subjects build associations between words that are seemingly
unrelated. That study compared conditions of REM sleep with quiet rest and non-REM sleep,
concluding that REM sleep does enhance the integration of unassociated information (Caia et al.,
2009).

Studying incubation during brainstorming is inherently difficult in laboratory studies. The main
approach consists of introducing an unannounced break half-way in the session, during which
participants are asked to engage in a different task like solving puzzles unrelated to the brainstorming
problem, or to rest quietly (Smith, 1995; Sio & Ormerod, 2009). After this, participants resume
brainstorming and their ideation productivity is compared to control groups of no-break condition.
Participants in the break conditions have been found to generate more ideas than those in a no-break
condition (Paulus et al., 2006). A recent literature review found a set of potential moderators reported,
including the problem type, length of the preparation period (explicit and intense ideation), and the
incubation task, leading to the possible existence of multiple types of incubation (Smith, 1995).
Apparently, taking a break from work on a topic is differentially advantageous, and depends on the
type of task undertaken during the break (Ellwood et al., 2009).

A study of expert and novice chess players found that incubation does not always facilitate creative
problem solving, but only when the problem solvers’ mind is fixated (Sio & Rudowicz, 2008).
Similarly, manipulation of the inducement of fixation as well as the presence of breaks during the
session confirms that incubation has the effect of increasing the number of ideas and the number of
semantic categories of these ideas only when one has become initially fixated during a brainstorming
session (Kohn & Smith, 2010). The observed positive effects of an incubation break include reducing
the usual decline in quantity and variety in the latter stages of brainstorming (Kohn, 2009). In
conclusion, incubation is a complex construct that may have a number of effects depending on given
conditions. It has been generally defined as “a stage of creative problem solving in which a problem is
temporarily put aside after a period of initial work on the problem” (Smith & Dodds 1999). Therefore
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one can expect incubation to have different effects depending on the preceding period in the ideation
process.

Further research is necessary to understand why and how interruptions during a brainstorming session
improve ideation. Interruptions may enable the reorganization of information or the relation between
seemingly unassociated ideas, or they may serve to recover from cognitive fatigue, or they may allow
people to assimilate more complex ideas and their implications, or de-emphasize and forget dominant
or commonplace ideas. In teams they may additionally be helpful to redirect or balance group
dynamics, or to regain focus and recover from idea drifting. Further research is also necessary to
understand moderating factors such as the nature of the brainstorming problem, the timing of the
interruption during an ideation session, the nature of the task performed during the break, and the state
of convergence or fixation in the stage previous to the break. The facilitation of ideation groups would
greatly benefit from a better characterization of incubation, its expected effects and its appropriate
timing during a brainstorming session.

3. Hypotheses

In this paper we build a computational social model of group brainstorming to inspect the fundamental
principles of incubation. A multi-agent system is constructed using a modelling framework of
creativity and innovation where agents engage in three possible ideation strategies and interact over
time producing or ‘growing’ outcomes of interest. Exploration refers here to the strategy of randomly
searching for solutions, exploitation is the guided search for new solutions based on existing solutions,
and incubation consists of agents re-organizing their search processes used previously to find solutions
with no direct output of actual solutions. The exploration and exploitation mechanisms used here are
inspired by the classic notions of divergent or ‘horizontal’ search to discover new knowledge and
convergent or ‘vertical’ thinking to test the validity of the new knowledge (Nijstad & De Dreu, 2002;
Lovell et al., 2012). During brainstorming sessions, one may assume that exploration enables the
discovery of new categories or types of solutions, whilst exploitation allows for the generation of
alternatives or new instances. The incubation mechanism used in this model is inspired by descriptions
of the cognitive mechanisms described in the literature (Smith, 1995; Sio & Ormerod 2009; Paulus et
al., 2006; Ellwood et al., 2009; Sio & Rudowicz, 2007). Beyond these modelling abstractions, we do
not claim that the results from a computational social model can be generalised to human agents and
teams working in real life conditions —a cautious disclaimer usually disregarded in laboratory studies.

The model can be considered open-ended since there is a range of valid solutions depending on the
assessment criteria used. Creativity can be measured by the diversity of an agent or a team’s solutions,
or by applying other criteria that are relevant to the task. The term “ideational productivity” refers in
the literature to the fluency of an ideation process usually by distinguishing the total number of ideas
produced (gross fluency) from the set of unique and valid ideas (net fluency). Here ideational
productivity refers to an aggregate measure of quantity and diversity of solutions without applying an
explicit quality criterion. In this study we are working with shapes, so a solution generated by an agent
is acknowledged if and only if the topological and geometrical features are not present in previous
solutions. Details of the model are provided in the next section. Two hypotheses are explored here, the
first hypothesis (H1) is that a combination of exploration and exploitation is likely to produce a
significant increase in ideational productivity when compared to the output of exploration alone. The
second hypothesis (H2) is that incorporating incubation will produce a significant increase in
ideational productivity when compared to the output of exploration and exploitation combined.
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4. Experiments

The model of group ideation presented here, called shapeStorming, is a model of brainstorming using
shape emergence. It is defined using the channels of systemic interaction specified in the IAS
framework of creativity: Ideas (I), Agent (A), Society (S) (Sosa et al., 2009). Agents (A) engage in a
simple exploratory designing task of two-dimensional geometric composition with emergent shape
properties that constitutes the agent-idea channel (Ai). The resulting geometric representations and
their topological relations formulated as design concepts belong to the set of Ideas (I). Design concepts
are shared by agents (la) and used as a basis to develop new design concepts (Aa) that are exploited or
applied in the guided search of new designs (Ai’) and social structures (S) determine the sharing of
ideas between teammates (Si) (Sosa et al., 2009).

The random search of geometric compositions in shapeStorming is called the exploration mode, while
the guided search of geometric compositions based on the transformation of available topological rules
is called the exploitation mode. The construction of topological relations from geometric
representations is called the evaluation mode. Evaluation is a sub-process of exploration and
exploitation where new candidate ideas are inspected for emergent outcomes that support new
topological rules. In shapeStorming, agents transition between modes in rates defined by the
experimenter. The aim for agents in shapeStorming is to generate as many original solutions as
possible, i.e., geometric and topological compositions that are novel in the system. Every time that
exploit or explore modes generate a novel combination of emergent features, the agent in
shapeStorming evaluates the design and generates a new design concept. Further details on these
strategies are provided below. This paper reports on the effects of exploration, exploitation and
incubation modes on the number and quality of solutions generated by this model.

4.1. Agents, ideas and teams

Following the 1AS framework of creativity (Sosa et al., 2009), shapeStorming implements agent-idea
interaction as a shape construction process starting from an initial set of n-number of two-dimensional
shapes of m-sides that yields emergent polygons created by the intersection of lines and vertices. Six
interaction processes across IAS levels are identified in (Sosa et al., 2009): agent-idea (Ai), idea-agent
(la), agent-society (As), society-agent (Sa), idea-society (Is) and society-idea (Si). Three functions are
aimed at, and are available by, targets within the same level in the IAS framework, namely agent-
agent Aa, society-society Ss and idea-idea li (Sosa et al., 2009). In the version of shapeStorming
discussed here, there are two variants of agent-idea (Ai) processes: explore and exploit modes. In
explore, agent behaviour is implemented as the random location in a two-dimensional space of
connected polylines from which closed geometries of n-sides are built. Intersections are sought
between all lines of the geometries built. New polygons are created by the superposition of shapes
which leads to the identification of new vertices or nodes in the intersections of line segments and thus
generates emergent polygons. This shape arithmetic task in shapeStorming is illustrated in Figure 1;
solutions are compared against each other by the number of emergent polygons and the number of
sides of these polygons.

In exploit mode, agent behaviour in shapeStorming is guided by topological relations derived from
previous solutions in an agent process of evaluation of emergent shapes. Evaluation characterizes the
number of intersection points and their location inside, outside, in-line or in-vertex with respect to
other shapes in the composition. A design concept in shapeStorming includes the topological relation
of shapes and the number of emergent polygons with their respective number of sides. Such a simple
design task adequately models a brainstorming problem: agents are assembled in teams and take turns
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to generate as many different solutions as possible from an initially defined number of polyline sets.
Shape exploration in shapeStorming can be considered potentially creative inasmuch as emergent
shape semantics “exists only implicitly in the relationships of shapes, and is never explicitly input and
is not represented at input time” (Gross, 2001). Further details on the implementation of this model
including pseudo-code of key functions is provided elsewhere (Sosa & Gero 2012).
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Figure 1: Shape emergence in shapeStorming, the output of a team of agents is assessed by the
number of solutions and their quality (hnumber of emergent shapes and sides)

In order to assess shapeStorming across a number of configurations, a range of results of running four
conditions is presented in Table 1: in A, the system is run for 1,000 steps with 4 agents, 2 initial
shapes of 3 sides; in condition B, the same setting is run for 10,000 steps; in condition C a third initial
shape is introduced and in condition D the system is run for 100,000 steps. Ideational productivity is
defined here by the number of design concepts generated by agents during a simulation. We further
distinguish between concepts generated in exploration mode and exploitation mode.

Table 1. Total ideation in exploration mode in different configurations of shapeStorming

shapeStorming conditions Ideational productivity
A: 1,000 steps, 4 agents, 2 initial shapes, 3 sides 7.23
B: 10,000 steps, 4 agents, 2 initial shapes, 3 sides 9.38
C: 10,000 steps, 4 agents, 3 initial shapes, 3 sides 134.22
D: 100,000 steps, 4 agents, 2 initial shapes, 3 sides 15.35

4.1.1. Experimental settings

This paper shows results from two sets of experiments in shapeStorming, Experiment 1 aims to test
hypothesis H1 by examining the effects of exploitation mode in ideational productivity at different
stages of a brainstorming session in conditions A and B as defined in Table 1. Exploration length ¢
refers to the ratio of the introduction of exploitation steps to the total simulation steps and is examined
here from 0.0 to 1.0 in 0.05 increments. This set of experiments seeks to reveal when is exploitation
more likely to give increased ideational productivity and why.

Experiment 2 aims to test hypothesis H2 by examining the effects of varying incubation against
different preparation stage lengths. Incubation rate p stands for the ratio of the time when incubation
is activated to the total simulation time and it is inspected here from 0.0 to 0.50 in variable increments
in conditions A and B of shapeStorming. Experiment 2 seeks to explain the interplay between
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exploration behaviour and incubation in order to understand the effect of timing of the introduction of
incubation in shapeStorming, as well as to grasp the fundamentals behind the timing of the incubation
stage in shapeStorming.

5. Results

Results from Experiment 1 indicate the effects of introducing exploitation of design concepts in
shapeStorming at a ratio of total simulated time, from exploration length ¢ = 0 to 1. When ¢ = 0 we
artificially seed one base concept at initial time to enable exploitation. An increasing value of ¢ means
that agent behaviour switches to exploitation at later stages of the simulation time, until ¢ = 1 when
agents only perform exploration during the entire simulation. The effects of introducing exploitation in
shapeStorming at different times are as follows: in condition A of Table 1, exploration-driven
concepts continuously increase as a result of extending the length of exploration stage. Exploitation-
driven concepts decrease as exploitation is delayed since the length of the exploitation stage is
shortened. Overall ideational productivity in condition A increases as exploitation is delayed up to
around 75% of the simulation time (¢ = 0.75) when peak ideational productivity is reached. After this
point, the gain of exploration-driven concepts is costly in relation to the sharp decrease of exploitation-
driven concepts. Therefore, in conditions like A of short runs (1,000 steps) this advantage is relatively
small (from 7.23 to 7.68 or +6% in these experiments).

The advantages of exploitation are more evident in larger simulations such as condition B of Table 1
(10,000 steps). Here, the advantage of exploitation increases considerably (from 9.38 to 18.1 or
+93%). Similar to condition A, exploration-driven concepts increase as exploitation is delayed, but in
contrast to condition A, exploitation-driven concepts show a significant increase as exploitation is
delayed. This could be unexpected given the results of Experiment 1(A). This can be explained by
introducing the concept of critical mass of ideas, which accounts for the gain in ideational productivity
due to positive feedback effects between exploitation and a sufficiently large body of ideas from
exploration. In terms of the ‘four-stage model” of Wallas (1926), this can be interpreted as verification
being more productive when coupled with sufficiently rich preparation and incubation stages.

Overall ideational productivity in condition B increases as exploitation is delayed up to around 75% of
the simulation time (¢ = 0.75) when peak ideational productivity is reached —a threshold similar to
condition A. These results in Experiment 1 illustrate and provide a way to address the following well-
known conundrum in facilitation of creative ideation sessions: building on existing categories of ideas
is a productive approach until it takes valuable time that can be invested in seeking novel categories of
ideas. That exploitation can have positive but differentiated effects on ideational productivity
depending on the ability to build on a sufficiently large mass of ideas, provides a background to
examine the effects of incubation in Experiment 2.

Experiment 2 inspects the timing between exploration, incubation and exploitation stages. Here,
exploration length ¢ and incubation rate p are varied. A sampling of u from 0 to 0.50 are tested across
all ¢’s from 0 to 1 in 0.10 increments. The results, Table 2, indicate that by introducing incubation in
condition A of Table 1, the gain in ideational productivity is significant.

Peak ideational productivity in condition A of Table 1 is achieved with a low incubation rate p = 0.05,
that is, agents engaging in incubate mode only 5% of the total simulation time. The increase is a
substantial 220%, from the 7.68 solutions generated in exploration-to-exploitation modes as shown in
Experiment 1(A) to 16.88 when incubation is included in Experiment 2(A). By traversing the
exploration length ¢ range from 0 to 1 in 0.1 increments, we find that the timing for incubation that
produces peak ideational productivity in shapeStorming is when agents engage in exploration for a
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20% of the total simulation time. Figure 2(a) shows the impact of incubation rate p = 0.05 for the
range of exploration lengths ¢ from 0 to 1.

Table 2 Peak ideational productivities of incubation rates p across exploration lengths ¢

incubation rate p exploration length ¢ peak ideational productivity

p=0 0 =0.75 7.68
n=0.01 ¢=0.20 15.35
n=0.02 ¢=0.20 16.17
u=0.03 ¢=0.20 16.42
u=0.04 ¢=0.20 16.53
u=0.05 ¢=0.20 16.88
u=0.10 ¢=0.20 16.5
u=0.30 ¢=0.10 15,5
1 =0.50 ¢=0.10 14.07
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Figure 2. Experiment 2 with condition A and condition B, incubation rate p = 0.05

This suggests that exploitation in shapeStorming is most productive when a combination of sufficient
design concepts have been generated —both real concepts produced by exploration and possible
concepts produced by incubation. After this threshold defined by 5% incubation plus 20% exploration
in condition A of Table 1, it seems that agents waste their turns engaging in less productive incubation
or exploration modes, when the larger gains come from focusing on exploitation. Experiment 2
reinforces the notion of critical mass of ideas discussed above, and the significant role of incubation in
amplifying the value of exploitation, as well as in moving the inflection point from ¢ = 0.75 in
Experiment 1(A) to ¢ = 0.20 in Experiment 2(A).

Experiment 2(B) replicates these findings when shapeStorming is run with condition B of Table 1 for
a total of 10,000 simulation steps. With p = 0.05, the exploration length ¢ range is varied from 0 to 1
in 0.1 increments. Compared to Experiment 1(B) where only exploration and exploitation modes are
used and a mean 18.1 design solutions are generated, when incubation is incorporated in these long
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simulations, its impact is still considerable. Ideational productivity climbs around 160% reaching
29.38 mean solutions when p = 0.05 and ¢ = 0.10. Incubation even in exhaustive simulation runs have
a positive effect in shapeStorming, Figure 2(b). This indicates that the effects of incubation may be
dependent on the size of the problem space addressed in ideation; as a result, incubation is likely to
have higher impacts when applied in shorter sessions in shapeStorming.

While incubation in shapeStorming doubles ideational productivity, it improves overall performance
by two orders of magnitude, since it generates in only 1,000 steps (condition A of Table 1) similar
results than those in 100,000 steps without incubation (condition D of Table 1).

6. Introspection

The work presented in this paper confirms via a computational model of group brainstorming the
notion that incubation has a positive effect on ideation. It also suggests that the beneficial effects of
incubation in ideation depend on a number of factors, and it provides insights for understanding the
complex nature of incubation and its interaction with other creativity-related processes.

Our model shows that the combination of guided and random search may be only marginally better
than purely random search in short runs, but its advantage increases as simulated time is extended.
This points to a close interaction between exploratory and informed search processes over time. A
process of ‘building upon ideas’ is more productive when it is activated after a sufficiently long initial
period where a larger pool of initial ideas has been generated. According to our model, a significant
increase can be obtained through exploitation even with a marginally larger pool of ideas previously
generated by exploration. We refer to this as the “critical mass of ideas” (CMI), the principle that a
sufficiently rich body or repository of initial ideas is a pre-condition for combinatory processes to
generate a high number and variety of creative ideas.

A seemingly paradoxical outcome in creativity research is that the same number of individuals is
likely to generate more and better ideas when working in isolation than when interacting in
brainstorming sessions as a team (Isaksen & Gaulin, 2005). Although such results are consistent, no
definite explanation has been offered until now, particularly since common sense suggests that
interacting ideators have a higher potential to combine and build upon their ideas. The principle of
“critical mass of ideas” (CMI) may provide a simple working mechanism for these results: in teams,
group dynamics may prevent the formation of a sufficiently large body of initial ideas that others can
build upon. In contrast, when working in isolation, individuals self-control the transition between
exploratory and guided search. It is possible that teams may overcome this limitation by implementing
adequate facilitation techniques that enable the formation of a critical mass of individual ideas that can
be subsequently combined and improved by other teammates.

The second experiment presented in this paper demonstrates in a simple model of creative
computational behaviour and a highly constrained domain representation, that even very low rates of
incubation may carry a radical increase in the number of ideas generated in a brainstorming session.
With very short incubation periods of only 5% of the total simulation length, when the incubation
mode is activated around 1/5™ through the simulation, it produces the peak results in our model. This
captures Edison’s famous dictum that creativity consists of marginal levels of inspiration accompanied
by an overwhelming majority of hard work (“Creativity is 1% inspiration and 99% perspiration™).
Apparently, incubation represents a cost-effective way of manipulating ideas that were previously
generated and they also serve as a pool of possible ideas that can be used later to generate novel ideas.
When incubation is activated at the right time and for the right length of time, it seems to catalyse the
combined search processes of exploration and exploitation by reaching the highest point of ideation
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significantly sooner than in equivalent runs without incubation. In other words, when incubation is
activated, less randomness may be required in order to generate a sufficiently large pool of initial ideas
upon which new solutions can be built. Incubation may thus serve as a type of ‘shortcut’, with the
highest advantages seen in shorter time periods.

The notion that a small pool of ideas is unlikely to spark sufficient synergy to reach “the critical mass
needed to overcome the overhead associated with (team) interaction” was proposed previously in a
different context (Dennis & Valacich, 1993). Here it is suggested that CMI may be useful in
understanding differences in ideational productivity between nominal and interacting groups (Isaksen
& Gaulin, 2005), as well as the observed effect that “longer preparation periods give rise to larger
incubation effects” (Sio & Ormerod, 2009). Our computational model suggests that CMI is a valuable
theoretical construct worth analysing in future studies.
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Abstract: Collaboration has often been attributed to encouraging creativity. This assumption
is explored by investigating the influence of interactions between designers on creativity
relevant cognitive processes. It is proposed that external design entities stimulate creativity
relevant cognitive processes through collaborative stimulation. This paper specifically
explores how the cognitive process of memory retrieval is stimulated through collaboration by
memory stimulation. It is hypothesized that collaboration leads to more memory stimulation
than working alone. A study using protocol analysis has been conducted to evaluate this
claim.

Keywords: collaborative creativity, creative cognition, memory

1. Introduction

Collaboration has been often assumed to encourage creativity; a concept which can be seen in
workplace practices and books. But there is often the unanswered question, “How does collaboration
influence the creative process?” This work provides one perspective answering this question.

Collaborative creativity and creative cognition are the foundations this research is built on. One of the
most well known areas in collaborative creativity is brainstorming. While brainstorming research has
shown the method reduces the quantity and quality of creative ideas due to social inhibition and
procedural issues (Diehl & Stroebe 1987; Mullen et al, 1991), it has also found that collaboration
creates positive stimulating effects (Brown et al., 1998; Dugosh, et al., 2000). Non-brainstorming
research refers to this stimulation as bridging (Sarmiento & Stahl 2008), or purposeful action to
overcome an obstacle. Idea retention also improves by collaboration, through the effect of group
remembering (Sarmiento & Stahl 2008).

How collaboration influences memory retrieval, beyond retention, is important as retrieving past
memories has been identified as the fundamental element in new idea generation (Nijstad & Stroebe
2006). Concepts individuals are exposed to directly influence the ideas they remember, and
collaboration increases exposure to a diverse set of concepts (Satzinger et al, 1999). In addition to
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diverse exposure, a collaborative group has a larger combined set of memories than an individual,
meaning there is a more diverse set of memories from which to draw (West 2002).

The creative cognition approach was established by Finke, Ward and Smith (1996). Their Geneplore
model divides creative cognitive process into generation and exploration, which occur in a cyclical
manner, until pre-inventive structures become knowledge structures (complete concepts). Benami and
Jin (2002) and Jin and Benami (2010) expanded the Geneplore model to engineering design by
identifying applicable creative cognitive processes: memory retrieval, transformation, association
(from generation) and problem analysis, solution analysis (from exploration).

However, a gap exists as work in creative cognition explores cognitive process of each designer (Finke
et al., 1996; Jin & Benami, 2010), but does not explore the influence of collaborative interactions. On
the other side, collaborative creativity examines team interactions, but treats individuals as “black
boxes”, not investigating individual cognitive processes (Pirola-Merlo & Mann 2004; West 2002;
Sarmiento & Stahl 2008). Even Shalley and Perry-Smith (2008), who explore team creative cognition
and how individual creative cognition is infused into it, treat individual creative cognition abstractly
by not exploring individual cognitive processes. Similarly Stempfle and Badke-Schaub (2002), who
take a cognitive approach to the engineering design process, break down thinking operations into
categories but not individual cognitive processes. This work bridges the gap by proposing a model
which extends creative cognition to collaborative creativity.

2. A model of collaborative stimulation in engineering design

The Collaborative Cognitive Stimulation (CCS) model is based on Jin and Benami’s (2010) Generate-
Stimulate-Produce (GSP) model of creativity in conceptual design. Their model consists of design
entities, which stimulate cognitive processes (both generative and exploratory), which produce design
operations, which generate new design entities (figure 1 left). The cycle continues until pre-inventive
design entities (undeveloped concepts) mature to knowledge entities (the completed design).

Designer 1 Designer 2
External Generation
External External .
Design) Design
Operations] Generate Generate Operations
Design I:% F
Operations Generate

External
(Shared) Design
Entities

Stimulate ; ﬁ E t Stimulate
Collaborative Stimulation

Figure 1. GSP Model (left); CCS Model (right)

Produce Produce

A
Design
Produce Entities

Stimulate

Cognitive
Processes

The CCS model expands the GSP model to collaboration by proposing that interactions between
designers occur through external design entities. It can be observed (figure 1 right) how each designer
engages in the same individual processes, but ideas are shared through external design entities. The
CCS model hypothesizes that external design entities stimulate cognitive processes through
collaborative stimulation.
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2.1 A closer look at collaborative stimulation

There are multiple types of collaborative stimulation, which can be divided into two categories:
staging (which provides an initial set of conditions for cognitive processes to occur) and promoting
(which encourages the individual to perform a cognitive process). Types of staging stimulation include
memory stimulation: ideas developed stimulating memories in individuals (Nijstad & Stroebe 2006).
This can occur collaboratively or individually. Also included is seeding: a design entity from a
collaborator is infused into an individual’s working memory. From this seeded idea, knowledge can be
applied to new domains and new ideas generated (Nijstad & Stroebe 2006). Types of promoting
stimulation consist of accommodating: an effort to incorporate a collaborator’s ideas into their own as
they are viewed as valuable or to come to a general agreement because of an argument (Jin et al.
2006). Another type of promoting stimulation is clarifying: an individual senses their collaborator does
not understand an idea and the attempt to clarify their idea by explaining it in a different way, like
using an analogy, which leads to further development of the idea. Analogies have often been used to
explain concepts (Glynn & Takahashi 1998). Also included in promoting is collaborative completion:
occasionally an individual is unable to complete a cognitive process set on their own therefore their
collaborator fills this gap, by performing the cognitive process they are unable to complete. This has
also been called bridging (Sarmiento & Stahl 2008).

Each type of collaborative stimulation is speculated to have a different influence on each cognitive
process. The likelihood of each type of collaborative stimulation leading to the stimulation of
cognitive processes is shown in figure 2. Only the stimulation of generative cognitive processes of
memory retrieval (remembering an idea from the past), association (drawing relationships between
two design entities), and transformation (alternating a design entity) (Jin & Benami 2010), have been
explored thus far.
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Figure 2. lllustration of relationships between collaborative stimulation and cognitive processes

This paper focuses on how collaboration influences the stimulation of memory retrieval. As can be
seen from figure 2, collaboration is most likely to influence memory retrieval through memory
stimulation. Therefore this type of collaborative stimulation will be investigated in detail.

3. Collaborative stimulation of memory retrieval

Memory retrieval occurs when a memory from the past (in long term memory) is brought into the
present (working memory). Memory retrieval is important for creative idea production, as designers
begin idea generation by remembering a past idea (Nijstad & Stroebe 2006). Memory retrieval can
recall two kinds of memories: past memory retrieval and retention. Past memory retrieval consists of
remembering ideas from the designers’ past engineering or life experiences which have not yet been
applied to the project. Retention consists of remembering ideas which were used earlier in the project,
but then ignored or forgotten (Sarmiento & Stahl 2008).
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Hypotheses
Two hypotheses regarding the stimulation of memory retrieval are proposed.

H1: “External design entities generated by an individual’s collaborators stimulate memory
retrieval through the collaborative stimulation of memory stimulation”

H2: “Design entities are more likely to stimulate memory retrieval in the collaborative setting
than in the individual setting due to memory stimulation”

H1 proposes a process which occurs when a design entity from a collaborator stimulates a past
memory retrieval or retention. A design entity consists of a form, function or behavior (or a mix of
these three elements) (Benami & Jin 2002). In order to test H1, it will first be shown that collaborative
memory stimulation exists, and secondly that memory stimulation from external design entities
stimulates the cognitive process of memory retrieval. It should be noted that individual memory
stimulation can also occur. Individual memory stimulation is different from collaborative memory
stimulation, as it occurs when a memory retrieval is stimulated by the individuals own design entity,
instead of a design entity from their collaborator.

H2 proposes that individuals collaborating are more likely to have design entities stimulate the
memory retrieval process (either past memory retrieval or retention) than individuals working alone. It
is believed that collaboration will stimulate past memory retrieval because there is increased exposure
to diverse concepts (Satzinger et al. 1999) and a larger pool of memories between collaborators to be
stimulated by design entities (West 2002). Retention of design solutions developed earlier in the
project is believed to increase because of group remembering (Sarmiento & Stahl 2008). This is where
the group provides a greater collective effort to retain ideas. Interestingly, in the individual setting, it
has been observed that designers often do not retain their most innovative initial solutions and pursue
less innovative ideas to completion (Jin & Benami 2010). H2 will be tested by comparing how often
design entities stimulate memory retrieval in the individual and collaborative settings.

4. Experiment approach and results

4.1 Experiment design

In order to test the hypotheses, it was necessary to compare those who worked individually to those
who worked collaboratively. An experiment was conducted on seven subjects, who were divided into
the two groups, an experimental group that collaborated (two teams of two) and a control group that
worked individually (three subjects).
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Figure 3. Experiment design (left) and experiment procedure (right)

The dependent variables of this study were the number of collaborative memory stimulation cases and
the number of individual memory stimulation cases.
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The independent variable in this experiment was whether the subjects were collaborating (the
experimental group) or if they were working by themselves (the control group). The experimental
group collaborated with each other in teams of two on the design problem, whereas the control group
worked on the design problem alone.

The controlled variables in this experiment design were the design problem and general background of
the subjects. The design problem given was to develop a system or device that would reduce traffic
congestion (see full problem in appendix). The subjects had similar backgrounds being mechanical
engineering majors with some exposure to design theory and methodology. Also, all lived in the
greater Los Angeles area, so they were familiar with traffic congestion.

4.2 Procedure

The study of cognitive processes in design activity has been a common procedure in many studies.
The general approach is to use protocol analysis, where subjects think aloud while they are designing,
and then transcripts of their thoughts are analyzed (Cross et. al. 1997). To analyze collaborative
activity, dialogue transcripts have been employed. Sometimes, actual protocol analysis is done,
applying a coding scheme to the dialogue transcript (e.g. Stempfle & Badke-Schaub 2002) while other
times the conversation is only analyzed for social interactions (e.g. Cross et al. 1997). However, these
approaches do not identify specific cognitive processes occurring in the mind of the individual. There
are two challenges to accomplishing this: (C1) How can a subject verbalize their thoughts and not
influence their collaborator? (C2) How can cognitive processes be observed when individuals are
required to talk with each other and thus cannot continuously verbalize their thoughts?

To address these challenges, a retrospective approach to protocol analysis was taken. The subjects
were asked to retrospectively verbalize their thoughts from the design process while watching a video
of their actions. Retrospective protocols have been found to produce similar results to concurrent
protocols (Gero & Tang 2001). The video assisted in providing both verbal and visual cues, to help
the individuals remember what they were thinking at that moment. Subjects were also provided with
their sketches to assist their memory. As the verbalizations occurred after collaborating on the design
problem, the subject’s verbalizations did not impact their collaborator’s thoughts (solving C1).
Conducting the thinking aloud after collaborating on the design problem also allowed the subjects to
collaborate in a natural environment, and allowed for continuous verbalization of their thoughts
(solving C2).

Before coming to the study, participants were given the Biographical Inventory of Creative Behaviors
(BICB), to determine their individual creative potential. This test was reviewed with other creativity
tests by (Silvia et al. 2011), and found to be both quick and effective. The results of the BICB were
used to create control and experimental groups with similar creative potential and to set up teams
which had similar average BICB scores.

When first arriving at the study, participants were given training in verbalizing their thoughts. This
training session consisted of working through several simple problems, while thinking aloud. Then
participants in the experimental group were given a design problem with their partner, while
individuals in the control groups were given a design problem to solve alone. Participants were
provided with a pen, paper, and the design problem statement. Both the control and experimental
groups were recorded on video as they worked through the problem.

Immediately after the completion of the design problem, the subjects were given the video and asked
to retrospectively verbalize their thoughts while watching it. The retrospective verbalization of their
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thoughts was recorded for later transcription. While the control subjects could have done the more
traditional concurrent think aloud technique while going through the design problem, in order to
ensure similarity between the control and experimental groups, they performed retrospective thinking
aloud as well. The entire procedure is shown in figure 3 (right).

4.3 Data analysis

The video and audio recordings were saved, and the audio recordings of the retrospective analysis
were transcribed after being divided into 30 second segments. Dividing the transcripts into segments
allowed the comparison of specific points in the retrospective audio to specific points in the video,
which was particularly valuable in the collaborative setting. A protocol analysis approach was taken to
analyze the transcripts. The typical approach to protocol analysis is to segment the entire episode
(Gero & McNeill 1998). However, as the authors were interested in only the stimulation of the
memory retrieval by design entities, a hybrid three step approach was taken to reduce analysis time:
identifying design entities, cases of memory retrieval and cases of memory stimulation.

4.2.1 ldentifying Design Entities

A design entity was identified as an idea having a form, function, and/or behavior (Benami & Jin
2002). Sometimes, design entities were accompanied by sketches, which assisted in identification. For
example, consider the protocol below where a subject in the control group describes a design entity
just created. “I was thinking, yeah, you can have, yeah, multiple layers of traffic. High speed, medium
speed, and low speed.” In this protocol, the design entity could be identified as having the form of
multiple layers (show in figure 4). It also had the behavior of a different speed for each layer and the
implied function of reducing congestion.
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Figure 4: Sketch of Multiple Layers of Traffic

4.3.2 ldentifying Cases of Memory Retrieval

A second sweep was done through the protocol to identify all the cases of memory retrieval, which
consists of the two categories of past memory retrieval and retention of earlier memories. For
example, two collaborators (J and M) were working on a design entity they called “Active GPS”. The
active GPS would direct drivers to their destination and reduce traffic by assigning cars to different
routes. M starts the by suggesting the concept again, after the idea had been conceived by J earlier.

M: I’m down with GPS?

J: Ok, we might as well use the GPS then. Except this wouldn’t be all that different from the
current GPS, although it would have active management rather than just warning, warning
people

M’s protocol for this conversation was as follows: “I decided to go with the GPS which kind of felt
better. So here we... So once we chose the GPS, we kind of expanded the idea.” This is an example of
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memory retrieval, with the specific case of retention, as J and M are returning to the design entity
active GPS. However, M also has a new case of past memory retrieval which follows the conversation.
“So now | was just kind of thinking of having some incentives for people doing what you tell them to
do. Because in my experience if you tell something to do something and they see a solution, and think
that it is better, the overall good is something they don't keep in mind.” Here, when considering how
the active GPS would work, M was drawing from his memory of situations where people would not do
what is in the best interest of others seeking their own best interest.

4.3.3 ldentifying Cases of Memory Stimulation

To find memory stimulation cases, the protocol was examined for design entities followed by memory
retrieval. If the design entity inspired the memory retrieval, then the case was determined to be
memory stimulation. Memory stimulation could occur collaboratively and individually. Collaborative
memory stimulation occurred when the inspiring design entity was developed by a collaborator.
Individual memory stimulation occurred when the inspiring design entity was created by the subject.
Collaborative memory stimulation only occurred in the experimental condition.The “Active GPS”
example just mentioned is a case of collaborative memory stimulation. The design entity of “Active
GPS” stimulated M to have a memory retrieval of his past experience interacting with individuals;
specifically that “the overall good is something they don’t keep in mind”. A case of individual
memory stimulation occurred immediately after the first example of “multiple traffic layers”. The
subject’s protocol follows: “So, at this time I was thinking some kind of gate traffic that could
determine if the vehicle was exiting, or could make some sort of sound if the vehicle was exiting. Or if
the vehicle was not exiting, then the gate won't open. There won't be any physical connections on this
road. I realize it’s almost impossible, it’s like Battle Cruisers, it’s like airplanes get in get out at the
same time. You have to have elevators to raise and lower” This example shows how the design entity
of “gate” stimulated the memory retrieval of “Battle Cruiser”. This memory led to a solution analysis
that “gates” would not work. This is a case of individual memory stimulation, as the design entity
“gate” was created by the subject.

4.4 Results

In analyzing the data, it was found that memory retrieval was stimulated by the collaborative stimulant
of memory stimulation as described. The experimental condition averaged 2.25 collaborative memory
stimulations per designer (SD=1.71) and 2.50 individual memory stimulations per designer (SD=1.29).
The difference between these two is not statistically significant; t (2) =0.33, p = 0.05. These results are
shown in figure 5 (left).
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Figure 5: Experimental memory stimulation breakdown (left) and control vs. experimental (right)
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In comparing the control group to the experimental group (figure 5 right) for memory stimulation
occurrence, it was observed that the control group had 2.0 memory stimulations per person (SD=1.00),
whereas the experimental group had 4.75 memory stimulations per person (SD=2.21). Using a t-test to
compare the results the difference is statistically significant; t (5) = 2.2, p = .05.

Three other pieces of data collected were the BICB scores, the total number of considered solutions,
and the time on the problem. Complete solutions were taken as being unique ideas (made up of one or
multiple design entities), with form, function and behavior (Jin & Benami 2010) providing an answer
to the design problem. The experimental group had an average BICB of 7.5 and generated 3 solutions
per designer. The control group had an average BICB of 11.3, and generated 12.3 ideas per designer.
Collaborative exercises lasted an average of 25 minutes (ranging from 21 to 30 minutes) where as
individual exercises lasted an average of 35 minutes (ranging from 22 to 43 minutes).

5. Discussion and conclusion

From the results, it appears that both H1 and H2 are accurate. Through the analysis it was clear that
design entities stimulated memory retrieval through memory stimulation, verifying H1. It was also
found in the experimental case that individual and collaborative memory stimulation were about
equally as likely to occur when collaborating. It was observed that design entities are more likely to
stimulate memory retrieval through memory stimulation in the collaborative setting, than in the
individual setting. When using a t-test to compare the number of memory stimulations occurring in the
control and experimental cases, the difference was found to be statistically significant, verifying H2.
This is interesting as the control group created more solutions, spent more time on the problem and
had a higher average BICB score, which one would think would lead to more memory stimulation.
These considerations emphasize the important influence of collaboration on memory stimulation. It
should be noted because of the small number of data points (7 participants) these results should be
taken with caution. The findings are important though, as memory retrieval provides the foundation on
which designers build new ideas. By improving the opportunities for memory retrieval through
collaborative stimulation, the potential of the designer’s ability to generate creative ideas increases. In
conclusion, while the data from this experiment trends that the hypotheses are correct, much work
remains to be done. First, a second verification of the findings in this study should occur with more
subjects (providing more data points) and multiple coders (to check inter-coder reliability). An
experiment involving 17 subjects has already been conducted, and the authors are currently coding the
results. Second, details on the additional collaborative stimulants need further development. Third,
after the stimulation of generative creative cognitive processes has been defined, it should further be
explored how collaboration stimulates the exploratory cognitive thought processes Jin and Benami
(2010) identified. This will provide a more complete answer to the question posed at the beginning of
this paper “How does collaboration influence the creative process?” This work is at the tip of a very
exciting iceberg, discovering new depth about the collaborative creative process in design by taking a
cognitive approach.
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Abstract: The selection of an innovation project to take forward for product development, is
a complex, strategic, managerial decision which shares one key part with concept ideation and
evaluation in design: assessing creativity. This problem is especially pronounced for products
that do not yet exist or have never been mass-marketed. In this paper, we go beyond the
question of how to select or identify the most creative project to consider the following: How
can this decision be affected by forms of logical reasoning? Through a qualitative content
analysis of committees selecting an innovation project to take forward, we show how forms of
logical reasoning have an impact on the assessment of creativity and can alter the
characterization of whether a project is creative or not.

Keywords: decision-making, logical reasoning, innovation management
1. Introduction

1.1. The problem of choosing innovation projects

Before an innovative product hits the market, decision-makers were trying to decide whether the
project put before them has innovation potential and whether they should put the firm’s resources
toward developing a product. This is the problem of selecting innovation projects. Decision-makers
engaged in decision-making applications of this type are making choices about potentially attractive
projects such that after the decision is taken, their firm would devote considerable resources. It should
be noted, however, that analysis of such projects is often carried out with the sole intention of
supporting senior leaders’ viewpoints rather than proving or disproving an investment hypothesis
(Harreld, O’Reilly III, & Tushman, 2007; Sadler-Smith & Shefy, 2004). The problem for these
decision-makers is to minimize Type-I errors (not approving good projects) while avoiding Type-II
errors (approving bad projects) altogether. This type of decision shares an important aspect with the
problem of selecting the most creative concept (e.g., from a design ideation stage), which is the
problem of identifying what is creative, that is, what is novel and useful, to take forward for further
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development. Like the standard context for studies on assessing the creativity of new concepts,
researchers in strategic business management aim for reliable ways to distinguish a good project from
a bad project. However, the low reliability of metrics to forecast the innovation potential for any
project and the desire for substantive proof of the returns on innovation in the form of profits or
efficiency boosts can bias a decision-makers’ choice towards more risk averse or incremental
outcomes when selecting from several potentially innovative projects. Empirical evidence of decision
making processes in industry points to just this conjecture; decision-makers tend to apply variables
amenable to deductive analysis including product timing, staffing and platform when evaluating
innovative projects (Krishnan & Ulrich, 2001). Innovation evaluation techniques likewise employ
highly deductive analysis requiring a substantial amount of information aiming to prove or disprove
premises established by precedence (Udell, 1989). Similar empirical metrics are applied in assessing
creativity in design projects (Maher, 2010; Shah, Smith, & Vargas-Hernandez, 2003). This paper takes
on the question of how assessments of creativity can be influenced by forms of logical reasoning.
Previously, we have shown a statistically significant difference between groups choosing an
innovation project between a deductive and inductive or an abductive reasoning frame (Mounarath,
Dong, & Lovallo, 2011). Our experiments showed that introducing an abductive reasoning frame
assists in overcoming decision biases leading to higher rates of acceptance of innovation projects with
no significant increase in Type-Il errors (Mounarath et al., 2011). In this paper, we delve further into
this problem by examining the language of the discussion within the committee as they are making the
decision and the efficacy of introducing an abductive reasoning frame on individual and group level
decisions in selecting innovation. Based on prior results, we predict a higher likelihood of project
acceptance for individuals who apply an abductive reasoning frame, but, in this paper, we base the
data on the language of abduction in the deliberations.

1.2. Logical forms of reasoning

The three forms of reasoning considered in this study are deduction, induction, and abduction. Briefly
stated, deduction is a form of logical reasoning from a premise and an observation leading to a
conclusion that is guaranteed to be true. An induction is a general principle derived from the
observations. An abduction is the most likely explanation for a set of observations. Examples of these
three forms of logical reasoning in the context of selecting an innovation project can be seen in the
table below:

Table 1. Three logical forms of reasoning considered in this study

1. Deduction 2. Induction 3. Abduction
e Inaccurate  location-based e This is a location-based app e This app is one of the most
apps are not needed e This app is useful useful
e |+ A ot s | © L s e
e This app is not needed e This app is a location-based

app
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While there is a broad and deep literature on the formal logic of these forms of reasoning, the
literature is nearly silent on how these forms of reasoning might appear in natural language. To enable
the identification of these forms of logical reasoning in natural language dialog, we postulate their
forms of linguistic realization based on the formal logic principles underlying them. We start with the
two most straightforward ones, deduction and induction. Because deductive reasoning leads to a
definite conclusion, we believe that an appropriate linguistic realization for deduction is an explicit
appraisal or judgment of the product (Dong, Kleinsmann, & Valkenburg, 2009). Because deductive
logic is guaranteed to be true or false, the direction of the decision must likewise be clear, either
accept or reject. Induction involves the establishment of a general principle based on the observations.
We believe that induction would be realized linguistically by a process of semantic densification
(Maton, 2011), such as by packaging up a series of concepts into a single nominal group or linguistic
technicalization, the use of a common word with a specialized meaning specific to the context of
discussion. For example, when designers use the word ‘requirements’, they technicalize the use of this
word both in the context of design and in the context of the specific design problem, that is, what
requirements are in design processes and the specific ones associated with their current design project.

The most complicated form of logical reasoning to identify in natural langauge is abduction,
particularly since what counts as abduction in design is not entirely agreed upon. Abductive reasoning
in design emphasizes the projection of a possibility rather than the explanation of observations
through a plausible hypothesis. Dorst (2011) proposes that abduction in design consists of creating
new frames for a new ‘something’ that addresses the design problem, a new ‘how’ or a new ‘working
principle’ to account for the new ‘something’, or bringing in a new framing from the outside. It is
important at this point to identify the similarities and differences between a design frame and a
decision frame. Design frames provide ways of ‘seeing’ to establish the parameters of the design
problem and its solution, or both, and set up a rationale for why courses of action were undertaken.
Decision-making frames guide or limit the decision-making process by including or excluding
information. The important difference between the two is that design frames impose an order on the
current situation to explore possibilities, which results in new possibilities or ‘moves’ (Stumpf &
McDonnell, 2002). This is the type of abductive design framing that Dorst refers to. Likewise,
Roozenburg, citing Habermas, explains that such abduction in design is best described as innovative
abduction as opposed to explanatory abduction, because innovative abduction entails a new,
unexplained fact (e.g., the proposed project) for which a rule is produced to explain the fact (e.g., why
the project proposed would exist) (Roozenburg, 1993). Roozenburg concluded that innovative
abduction is the only appropriate form of abductive reasoning in design, because design entails
determining the set of conditions for which the conceptualization of the product would be true.
Adapting these theories about abduction to the empirical analysis of abduction in natural language, we
define abduction as framing and projecting the conditions of possibility for the existence of the
proposed product. We used this definition to produce criteria to code for abduction in the transcripts.

2. Methodology

2.1. Experiment design

An experimental and quantitative methodology was chosen as it provided the opportunity to create the
right conditions to test the underlying theory and hypotheses of the research questions posited. We
described the experiment design completely in another paper (Mounarath et al., 2011), and summarize
the key parameters here. The experiment is a 2x2 factorial design with the factors (independent
variables) being the reasoning frame (RF) as either deductive/inductive or abductive reasoning frame
and the voting rule (VR) as either single vote to accept or a consensus vote to accept. Two founding
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directors were assigned at random at the beginning of each experimental session. The founding
directors, unknowingly, were given the special role of indoctrinating the abductive or
deductive/inductive reasoning frame by reading out an address to the board at the commencement of
session. The abductive address emphasized “a possible future in 2-3 year’s time wherein further
development of a project will lead to something new that becomes adopted and leads to a sustained
change in behavior or behavioral patterns.” In contrast, the deductive address emphasized
determining “whether each project matches people’s needs with what is technically feasible and what
a viable business strategy can convert into market opportunity and customer value.” Twelve groups
consisting of 5 participants per group reviewed 7 projects (with controls implemented to reduce
grounding bias) to decide which project would be worthy of investment for further development.
Individuals and groups could select none, some, or all of the projects for further development. The 7
projects consisted of submissions from students enrolled in a final-year capstone design studio in the
Bachelor of Design Computing at the University of Sydney who elected to participate in this study.
Projects chosen for the study, by the instructor of the course AD, have similar levels of technical
feasibility, novelty, and potential customer value so that the determination of creativity and
innovation, and therefore project selection, would not be obvious. The projects were:

1. A daily medication box that reminds patients to take medication by SMS
A mobile phone application that assists the visually impaired to navigate using Google Maps

A child’s necklace that helps parents to track where their child is and with whom

2
3
4. A beer holder that monitors alcoholic consumption rate to avoid (or detect) inebriation
5. A mobile phone application to assist in tracking urban re-vegetation

6. A jacket with sewn-in electromechanical navigation aids using data provided by Google Maps
7

A device that activates appliances using gestures and wireless communication

Decisions can be affected by the manner in which choices are presented, which is known as the
framing effect (Gilovich, Griffin, & Kahneman, 2002). We minimized this framing effect by having a
standard template for the presentation of the projects using line drawings of similar quality and
completeness as practicable. Groups were given exactly 5 minutes to discuss each project.

To obtain individual decisions on project acceptance, each individual was given assessment sheets,
both before and after group deliberation. The assessment sheet consisted of five-level Likert scales
and a sixth question for the accept/reject decision. The questions were as follows:

8. | think this project is novel

9. Ithink this project is creative

10. I think consumers will be accepting of this product
11. I think this project has market potential

12. 1 think this project is technically feasible

13. I think this project should be accepted

For questions 1 to 5, a score was allocated to each response: Strongly disagree = 1; Disagree = 2;
Neutral = 3; Agree = 4; Strongly agree = 5, and a binary for question 6. The sum of responses 1-5
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assigned to each project after committee deliberation provided the basis for the analysis predicting the
influence of the reasoning frame and decision rule on the total score assigned to each project. Group-
level decisions of accept/reject were identified with a show of hands at the end of deliberations. To
motivate participants to make optimal decisions, we structured the reward such that they would
receive a higher monetary reward if they selected the same projects experts had (which could have
been none, some or all).

2.2. Coding development and scheme

We followed a three stage process to code the transcripts. Given that the research literature on the
linguistic realization of logical reasoning in natural language is non-existent, in the first stage, we
started with theoretically-grounded criteria, as described above, for ways in which deduction,
induction, or abduction could be linguistically realized. RM and AD read several transcripts,
highlighting portions of the text realizing a deductive, inductive, or abductive reasoning frame. In the
second stage, they met to discuss the initial criteria and associated examples to determine if the coding
scheme provided sufficient coverage of instances of forms of logical reasoning in natural language
and clarity to reduce disagreement. Based upon this discussion, a final set of criteria was produced to
code the transcripts. A spare transcript was coded and arbitrated with further clarification of the
criteria until the inter-coder reliability (based on Krippendorf’s alpha and Cohen’s kappa) on this
transcript was higher than 0.80, which is considered acceptable (Lombard, Snyder-Duch, & Bracken,
2002). The final coding scheme is shown in Table 2.

Table 2. Coding scheme for reasoning frame

Reasoning Criterion Example
Frame
Deductive Drawing a conclusion based on Because GPS do exist today and we have seen this sort
implicit or explicit premise but of stuff existing already, so it’s not a completely new
observation explicit idea, | guess.
Deductive Stating the premise and/or I think that iPhone apps are like everyone has an
observation for a deductive iPhone so you're already tapping into a huge potential
conclusion in relation to established clientele and then after that | mean lots of old people
decision criteria like 80 percent of old people go to nurseries and all
that kind of stuff and like flowers and plants, so they’re
going to like it.
Deductive | Personal judgment on the value of the | It’s just another gadget though. I don’t think that it’s
project if decision maker accords the going to work. I don’t think it’s that big.

judgment sufficient priority in
determining acceptance or rejection

Inductive Generalization based on specific We’re so lazy, that anything that saves us walking up to
instance switch the light switch on and off is everyone'’s.
Abductive Reframing users/users’ needs in a I think this would be good for sick people who are like
different way than as proposed inthe | alone. They don’t have any friends or families and this
project brief helped them to remind them to take their medicine.
Abductive Framing conditions (causal You 're already looking at the necessity for a
precedents) for future (im)possibility widespread use from the very beginning to make this
of the project work.
Abductive Framing or simulating alternative But you can also use it for like busy people for terminal
contexts of use disease or something like that.
Abductive | Reframing the product as a different Let’s say it’s not a jacket anyway. I don’t think the

kind of product from what is actually | jacket matters right now. Because it does make a point
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Reasoning Criterion Example
Frame
proposed because you re not looking at a full map. You're
looking at just lights blinking.
Abductive | Modifying structural or behavioural Unless there’s a lid on there’s not even going to be
aspects of the product vaguely effective. If there’s a lid just that like seals.
Decision Accept, reject or unknown decision But on the other hand I see ... direct selling this to
(abduction only) preceded by a form mothers who are really afraid, that sort of market.
of logical reasoning That’s about the only thing I see and because it’s
cheap they could turn a profit from it. I don’t think it’s
very good.

RM and AD both coded all the transcripts for form of logical reasoning and decision direction
according to the criteria described in Table 2. Because discussions were limited to 5 minutes, almost
all of the content was relevant; there was very little idle banter. We were careful not to code
discussions that were only about the analysis of a project without the committee member according
sufficient priority to the analysis as the basis of an evaluation. For example, in discussing a device to
help parents track their children, a committee member states, “You don 't just know where your college
kid is. You know where someone else’s kid is too. It gets a bit too-- | have some privacy issues with
it.” While there is a clear negative tone in the needs analysis (location of child), it is not clear how the
analysis contributes to a conclusion based on logical reasoning, and thus it was not coded for a
reasoning frame. In short, we were not simply coding product appraisals (Dong et al., 2009); rather,
we were aiming to code instances of logical reasoning. The Krippendorf alpha (Hayes &
Krippendorff, 2007) and Cohen’s kappa coefficients across all the transcripts were calculated after
both coders completed a transcript. When they were below the 0.80 threshold, the transcript was re-
coded until an acceptable level was reached, which is a stricter methodology than generally required
(Lombard et al., 2002). The final inter-coder reliability statistics are reported in Table 3 and Table 4
(Cohen’s kappa only due to correspondence between o and « in Table 3).

Table 3. Inter-coder reliability for reasoning frame

Group 1 2 3 4 5 6 7 8 9 10 11 12
o .8244 | 9001 | .9747 | .8295 | .8196 | .8487 | .8410 | .851 | .8737 | .9487 | .8746 | .845
8

K .824 9 975 | 829 | 820 | .849 | .841 | 8508 | .874 | .949 | .874 | .846

Table 4. Inter-coder reliability for decision direction

Group 1 2 3 4 5 6 7 8 9 10 11 12

K 824 | 883 | 924 | 805 | 836 | .791 | 842 | 852 | 812 | .932 | .875 | .830

3. Results

The effect of taking a deductive or abductive frame is that a deductive reasoning frame leads to
project rejection and an abductive reasoning frame is used to support project acceptance. This is
exemplified by the following discussion between two committee members about the mobile phone
application that assists in tracking urban re-vegetation. In the excerpt, we italicize portions of the
dialog that realize deductive or abductive frames. In the deductive framing, there is a tendency toward
rejecting the project, whereas the abductive reasoner tries to identify potential contexts of use and
users. Further, this case is representative of many discussions wherein abductive reasoning is used to

ICDC2012 184



counter negative deductive reasoning or when the discussion is trending toward rejecting the project.
Deductive: So wouldn’t all sort of the success of this hinge on lots of users using it, like wanting to
use it? So there has to be a demand. If there’s not,it’s totally useless, because it relies on users going
around and taking photos of plants. And say you’re in an area where it wasn’t taking off,it wasn’t
popular, then the whole thing just failed, because why would you use it when there’s one or two
plants around the whole of Sydney? And then you wouldn’t have any sort of motivation to
find...Abductive: But then I think also you’ve got to take into consideration-- like maybe around
Sydney it’s a bit different when you’re in a city, but, I mean, if you take like an entire country, for
example, I think there are definitely more specific areas where there’s obviously a lot more
vegetation, plant life. [ mean, yeah, it’s not something that’s definitely for everyone, but I just think
there would be a lot of-- there are a lot of people who just try and-- it could be everyday people who
are just trying to find a certain plant, and people who are interested. I don’t know. I really like the
technical side of this one, and I...In deductive framing, the committee members generally start from a
premise, often unstated, describe one or more characteristics of the proposed project as satisfying the
premise to draw a conclusion. Premise: Products with limited features are not suitable for the market.
[Implied by decision criteria] Observation: ... more features than this, so this is very, very basic. Too
basic. Conclusion: No, this will definitely need a lot more details. In contrast, in abductive framing,
the committee makes one or more observations about the proposed product, but rather than reaching a
logical conclusion, the committee members attempt to explain through questioning, proposing, or
hypothesizing the conditions of possibility for the existence of the product. In the following excerpt, a
committee makes an observation about a problem with the pricing for a proposed product. To explain
that this is not actually an issue, the committee member proposes a plausible scenario personal and
context of use. Observation: You need the gadgets though, the actual sense of. That might be a
problem in terms of pricing. Hypothesis: Just aim for rich people. ... | mean rich people like new
things because they always want to show it off to their friends and stuff. [unintelligible] pour me a
drink. Make me a sandwich. Pretty cool. Perhaps the most important consequence of taking an
abductive reasoning frame is that abduction can change a committee member’s preference toward a
project: In my self-evaluation 1 wasn’t that keen on it but now that | think about it, homeowners that
you 've got a garden will work out what kind of plant youll put in there will be a great resource. We
performed statistical analyses to determine the effect of the reasoning frame and the voting rule on
project acceptance. An OLS regression, Equation 1, was used to determine the effect of the following
independent variables: (i) percentage of abduction per project; (ii) percentage of deduction per
project; (iii) voting rule; and, (iv) reasoning frame, on the dependent variable, total score per project
assigned by each committee member. The regression variables are: (i) LR = percent of form of logical
reasoning; (ii) p; — p; are dummy (project) variables that take on the value of 0 when the project is not
being observed and 1 when the project is being observed. Project 4 serves as the basis for these
dummy variables since it has the lowest rate of acceptance. The coefficients for the rest of the
variables are interpreted as whether or not there are significant differences from Project 4’s
acceptance rate; (iii) VR is the dummy variable for the voting rule with the permissive project
acceptance rule (C=1) coded as 1, and the conservative project acceptance rule (C=5) coded as 0; and
(iv) RF is the dummy variable for the reasoning frame, with the abductive reasoning frame coded as
1, and the deductive/inductive reasoning frame coded as 0. We combined these two reasoning frames
due to the extremely limited cases (less than 5) of inductive reasoning in the data. The total recorded
observations of abduction or deduction per project were aggregated between the coders, RM and AD,
followed by a determination of the average occurrence of logical reasoning per project (LR).

TOTALSCORE =con + £,(LR) + 5,(p1) + £,(p2) + 5,(p3) + B;(pD) + 5;(p6) + B,(PT7) + B, (VR) + By (RF) (1)
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Table 5. OLS regression with Total Score per project as the dependent variable

% Logical . .
Independent Reasoning . . . . . . . Voting |Reasoning Constant
. . Project 1 Project 2 | Project 3 |Project 4| Project 5 | Project 6| Project 7 Rule Frame
Variable per project (con)
R VR | (RF)
(LR—O/O:E duction 2.081*** | 5360*** | 3.558*** |2.090***| Base |4.487***|1.157** |4.120%**|-0.678**| 0.839*** |12.833***
;eroprojest) (0.568) (0.547) (0.568) (0542) | Case | (0.540) | (0.540) | (0.542) | (0.292) | (0.289) (0.494)
(LR= "/Oll)_esduction -2.591%** B.44%** 3.391%** 12.128*** | Base |4.363***| 0.735 |4.050%**|-0.689** | 0.943*** |15.148***
r;eroproject) (0.555) (0.542) (0.544) (0.536) | Case | (0.536) | (0.541) | (0.535) | (0.289) | (0.288) (0.528)
p-value *p<0.10 **p<0.05 ***p<0.01

The results of the OLS regression (model significant at the p<0.01 level) confirm that the effect of all
four independent variables are significant (p<0.05 two-tailed). The key results relevant to this study is
that the coefficient of the percentage of abduction per project (LR) indicates that groups under
abductive framing tend to put a total score 2.08 greater than those that are under the deductive
framing. The coefficient of the percentage of deduction (LR) indicates that groups under deductive
framing tend to put a total score 2.59 less than those that are under the abductive framing. What is
significant about this result is that reasoning frames are an effective intervention confirming our prior
findings (Mounarath et al., 2011), that is, an abductive reasoning frame tends to result in a higher
level of project acceptance whereas a deductive reasoning frame tends to result in a higher level of
project rejection. We similarly ran a probit analysis (Equation 2) with the same regression variables to
determine the probability of project acceptance.

Pr(accept) = ®[con+ 4 (LR)+ £,(p1) + B5(p2) + B,(p3) + A(p5) + Bs(p6) + B,(pT) + A, (VR) + £, (RF)] )

Table 6. Probit regression with Individual accept/reject decisions as the dependent variable

% Logical . .
Ind dent R . \oting |Reasoning Constant
n ep?n en eason_lng Project 1 Project 2 | Project 3 [Project 4| Project 5| Project 6 | Project 7 Rule Frame onstan
Variable per project WR) RP) (con)
(LR)
(LR= of rzzlé ction 0.856*** 6.137 5.637 4.563 Base 6.077 3.940 5745 | 0.266* | 0.523*** | -6.408
;eroproje:t) (0.309) (105.477) | (105.477) [(105.477)| Case [(105.477)((105.477)|(105.477)| (0.153) | (0.152) | (105.477)
(LR= ; r%z:;uction -1.015%** 6.244 5.631 4.641 Base 6.119 3.840 5790 [ 0.291* | 0.595*** [ -5596
r;eroproject) (0.305) (104.732) | (104.732) |(104.732) Case |(104.732)|(104.732)((104.732)| (0.152) | (0.156) | (104.732)
p-value *p<0.10 **p<0.05 ***p<0.01

The results of the probit regression (model significant at the p<0.01 level) are consistent with that of
the OLS regression and confirm our priors with the key results being that the percentage of abduction
per project (p<0.05), percentage of deduction per project (p<0.05), voting rule (p<0.10) and
reasoning frame (p<0.05) all have a significant effect on the likelihood of acceptance/rejection of
projects by individual committee members. Due to lack of space, we do not present the full statistical
analysis to show that percentage of logical reasoning per project (LR) was not statistically significant
when analyzed at the group level. In other words, there is no causal relationship between the
frequency of occurrence of abductive or deductive forms of logical reasoning and each committee’s
final accept/reject decision. The implication of this finding is that in a committee structure, having too
few people who are abductive ‘design thinkers’ can result in a decrease of project acceptance. This
may depress innovation if the committee ends up letting an opportunity for innovation pass by. In the
“fuzzy front end of design” wherein groups of people are (still) trying to decide what is an innovative
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product or service under incomplete information, this research shows that cognitive strategies have a
significant influence on decisions.

4. Conclusions

We described a qualitative content analysis of forms of logical reasoning in natural language. We
applied a set of criteria for the analysis of forms of logical reasoning to experiments on committees
selecting innovation projects, which entailed judging the creativity, novelty, market acceptance and
technical feasibility of the projects. Consistent with our prior statistical analysis, we showed that
abductive reasoning generally leads in or is used to support project acceptance, whereas deduction is
associated with project rejection. Further, committee members applied abductive reasoning to counter
negative deductive logic by other committee members. We do not prescribe abduction as the preferred
mode of reasoning in choosing innovation; rather, we point out that the determination of the
innovation of projects is altered by the form of logical reasoning. If firms wish to accept more
innovation projects at early stages of development, they may do well to inculcate abductive forms of
reasoning in the selection process so as not to ‘kill off” potentially lucrative and innovative projects
prematurely. Recognizing when forms of reasoning occur may also help committees to take opposing
strategies so as to minimize Type-I1 errors (Gebert, Boerner, & Kearney, 2010).
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Abstract: The selection of inspirational sources is a crucial step while designing, which
potentially can enhance creativity. However, empirical investigations have demonstrated a
dual-effect that some stimuli might have during idea generation. Therefore, it is valid to
discuss whether designers are disregarding other stimuli, such as textual representations. To
test the impact of different textual stimuli during ideation phases, we exposed novice
designers to three types of written stimuli, with different abstraction levels. The results
demonstrate that participants exposed to distant textual stimuli tended to generate a higher
number of more flexible and original ideas. The most ‘appropriate’ stimuli seem to be the
ones that enabled the establishment of enough association links with the problem, yet keeping
a sufficient level of abstraction for the exploration of creative ideas. Looking into alternative
stimuli, with different levels of granularity, can potentially raise designers’ awareness about
the usefulness of other valuable inspirational sources.

Keywords: textual stimuli, abstraction levels, originality

1. Introduction

Research has continually demonstrated that designers’ creative performance during idea generation is
influenced by formerly acquired knowledge (Liikkanen and Perttula, 2006). Purcell and Gero (1992)
described two main sources from where designers retrieve pertinent knowledge for their tasks. The
first is knowledge resulting from everyday encounters, in a more serendipitous manner. The second,
knowledge that arises from intentional learning, therefore structured and specific domain oriented.
Both types of knowledge can play an important role in the design process. Under this perspective, the
inclusion of specific stimuli can potentially influence the way one retrieves, interprets and transforms
information. Ultimately, the exposure of stimuli during idea generation has the potential to prompt
access to different associations and the exploration of creative ideas.

Inspiration has been defined as “the process that takes place when somebody sees or hears something
that causes them to have exciting new ideas or makes them want to create something, especially in art,
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music or literature” (Oxford Advanced Learner’s Dictionary, 2000). This definition of inspiration can
also be extended to design. In this case, a moment of inspiration during a complex problem-solving
can bring a feeling of accomplishment and it can bring reassurance. However, finding the inspiration
is not necessarily a straightforward procedure, as there is no certainty that an inspiration source will
lead to a highly creative and successful outcome. To understand the nature of a problem, designers
often search for similar solutions within the same domain, which helps them establishing a benchmark
position of what has been done before and what could be improved. However, instead of being
inspirational, these examples can result in restrictive frames of reference that will obstruct possible
creative exploration. Therefore, external stimuli have both the potential to stimulate the generation of
new ideas, as well as to anchor the reasoning process to existing solutions. Consequently, it is
important to thoroughly investigate the influence of inspiration sources on idea generation.

In the search for new stimuli, designers prefer using visual representations (Goncalves, Cardoso and
Badke-Schaub, 2011). Conversely, textual stimuli, for instance, seem to generally be disregarded as a
potential inspiration source. It is understandable that designers prefer to search for inspiration in
visual stimuli. Designers are considered visualizers (Mednick, 1962), as they are generally highly
competent in the use of images.

Whilst the extensive use of visual representations in design has been proven, it is still unclear whether
equivalent textual counterparts could also prompt the generation of creative results. It is important to
consider that any potential stimulus holds two important elements crucial to the creation of an
appropriate stimulation: content - what the stimulus conveys; and representation - how the stimulus is
shown (Sarkar and Chakrabarti, 2008). Consequently, it is important to investigate the possible impact
of textual stimuli in design idea generation. The objective of our study was to understand the possible
influence that textual stimuli, with different levels of abstraction, might place upon novice designers
during an idea generation exercise.

1.1. The role of textual representations in design

Language plays important roles in our thinking process and, thus, it influences design (Mougenot and
Watanabe, 2010). As source of inspiration, language can support the mental manipulation of abstract
concepts and stimulate the creative process. Despite being a highly ordered system, language can
offer enough ambiguity to stimulate the creative generation process and is potentially a valuable
stimulus for design (e.g., Chiu and Shu, 2007 and 2012).

Nagai and Noguchi (2002) examined the role of keywords in the creative process, by using drawings
to generate visual images for design solutions. According to their study, drawings are considered low-
level information and abstract keywords (portraying feelings or intangible concepts) high-level
information. In order to produce visual information from textual input, a higher level of abstraction
may be required. This may contribute to the explanation of why so many designers prefer to work
with visual stimuli instead of textual when generating ideas.

Goldschmidt and Sever (2010) have empirically shown the positive influence that text can have
during idea generation when used as stimuli. They found that groups exposed to textual stimuli
exhibited higher originality ratings, when compared with the control group. These results suggest that
the use of textual stimuli can be potentially beneficial for inspiration in creative design idea
generation.

1.2. The role of different levels of abstraction in design

Plucker and Beghetto (2004) argued that, for creativity to flourish, there must be a balance between
domain general and domain specific knowledge. As they explained, people who tackle problems using
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domain-general approaches may be constraining themselves to superficiality, without even coming
near of the gist of the problem. Conversely, those that usually approach problems in a domain-specific
manner may be shutting down the access to fresh and different perspectives. Consequently, although
specific design knowledge is a valuable and indispensable asset in design problem-solving, other
domains can complement the development of creative ideas.

In an experimental study in the area of software intensive systems, Zahner et al. (2010) developed an
experimental study where they came across similar conclusions. The authors examined the role of
concrete and abstract stimuli in fixation, during the development of new ideas. Their results indicated
that a certain level of abstraction can be helpful in a divergent phase (but generally not in a
convergent phase). Abstract stimuli contributed to the production of novel ideas but decreased their
usefulness and fit to the problem, which indicates that a latter re-evaluation of the ideas is needed.

Regarding the use of general and specific design domain knowledge within the realm of analogies,
Christensen and Schunn (2007) demonstrated that the use of within-domain exemplars can constrain
creativity. When using design-related stimuli, designers used more within-domain than between-
domain analogies, which resulted in a smaller exploration of different alternatives. Conversely, the
ambiguity offered by between-domain exemplars led to the expansion of more diverse solutions.
Therefore, we set out to investigate the role of different levels of textual abstraction, potentially used
as inspiration stimuli during an idea generation exercise.

2. Experimental set up

We performed a study with 68 novice designers, bachelor and master students from an industrial
design-engineering course. The participants were asked to carry out an idea generation exercise. All
participants received the following design brief:

“Your task is to think about how human transportation will be like in 2050. You are kindly asked to
draw as many different ideas as you can in 45 minutes”.

The design brief provided was intended to enable the generation of diverse ideas without being
particularly attached to current examples of human transportation. Participants were asked to illustrate
their solutions through sketches and text/keywords (for further clarification of their ideas) and to
number each sketch in a chronological manner. To investigate the influence of textual stimuli we
devised three written excerpts, which presented three levels of abstraction. The 68 participants were
randomly allocated into the following conditions:

e Control (n=18): This group did not have access to any given stimuli beside the design brief.

o Textual related stimuli (n=19): This group (henceforth referred as ‘related’) received a textual
stimulus: a description of the ‘Straddling Bus’, an example of a transportation concept for the
near future (1-5 years), by Shenzhen Hashi Future Parking Equipment Co., Ltd.

e Textual distant (n=20): The textual distant group (i.e. ‘distant’) was presented with a textual
stimulus, which contained an excerpt from the book The Wonderful Wizard of Oz by L.
Frank Baum. In it, Dorothy, the main character, is lifted by a cyclone while inside her house.
The concept of a cyclone was used due its distant relation with transportation, as it conveys
the notion of movement.

e Textual unrelated stimuli (n=19): This group (i.e. ‘unrelated’) was given a textual description
of a mirage. Although this choice was arbitrary, it has an intentional relation with the cyclone,
as both of them are weather phenomena.
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As we did not want to impose the stimuli, these were included along with the design brief in a ‘subtle’
manner: “You can choose whether you would consider (or not) this text when generating ideas”. The
aim was to suggest they could read the text and use as they saw fit.

3. Data analysis

Two independent expert judges assessed the participants’ drawings, regarding: fluency of ideas,
flexibility and originality. These are three of the four basic elements of divergent thinking,
‘elaboration’ being the fourth (Guilford, 1950). Fluency is defined as the quantity of ideas produced
and was measured by counting the number of comprehensive ideas, portraying the purpose and
functionality of a solution in sufficient detail. Sketches that did not offer clear indication of their
functions and purpose were disregarded, even if these were enumerated by the participants as ideas.

Table 1. Categorization scheme of type of entities, transport modes and power for the generated ideas

Type of entity Transport mode Powered
Single | Infra- | System Terrestrial-  Terrestrial- K Aerial @ Fluvial Tele-  Human  Solar Wind | Electrical | Fuel/gas Nuclear  Mechanical Animal
unit | structure above under transport

Flexibility is considered to be the capacity to switch between different domains of ideas and thus, being able to
alter how a problem is approached. Prior to the analysis of idea flexibility, the sketches were clustered into four
main categorical groups, each one divided into further sub-categories. There were 16 possible classifications
(Table 1) and each idea could be allocated to more than one sub-category (e.g., a car would be a single-vehicle,
terrestrial-above, and powered by fuel/gas). This categorization system enabled the analysis of flexibility in two
ways:

14. Comparison of the frequencies of use of certain categories over others, between conditions.

15. Comparison of a general measurement of idea flexibility, adapted from an approach used by
Jansson and Smith (1991): flexibility was computed by counting the number of completely
diverse solutions to answer the design brief. A high number of different approaches by
participant reflects higher flexibility exploring wide-ranging solutions for the same problem.
Conversely, participants who explored a small set of categories received a low flexibility
grade.

Originality, within Guilford’s construct (1950), refers to the capacity to develop novel and uncommon
ideas. Originality is considered an important factor to define creativity, along with the usefulness and
appropriateness of the idea (Amabile, 1996). Following the approach applied by Mednick (1962), an
original idea was defined as an uncommon response to the design brief and was assessed by the
statistical infrequency of each solution. Thus, originality is inversely correlated to the probability to
be generated by the participants: one idea was considered less original if it was produced by a large
number of participants, whilst another idea was more original if it was generated by a limited number
of participants. From the total number of ideas generated across the four conditions (467 ideas in
total), 82 completely original ideas were found, whilst the others were reoccurrences of these. After
prior analysis, it was observed that the maximum number of reoccurrence of an idea was 30 times,
which established the lowest level of originality. Consequently, the originality scale used in this study
ranged from 1 occurrence (very original) to 30 occurrences (not original). Furthermore, as the
participants generated more than one idea, an average of the reoccurrences of each idea was
calculated, resulting in the final score.
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4. Results

In the following section, the results obtained from the analysis of Fluency, Flexibility and Originality
are presented. A One-way analysis of variance (ANOVA) was used to compute the results, as it was
necessary to analyse four groups.

4.1. Fluency

The analysis revealed that there was no significant difference between the four conditions (F (3, 72) =
1.41, p = .248), despite the apparent numerical difference. The ‘distant’ group generated the highest
amount of ideas (i.e. 154 ideas, Figure 1a). The lack of significance derives from the inconsistency of
the number of ideas produced between individuals under the same experimental condition. In the
‘distant’ group, for instance, there were participants who were highly stimulated by the given text
excerpt and created approximately 20 ideas, whilst other participants in the same condition generated
a much more reduced number. The same inconsistency is patent in the other conditions.

Mean SD Total # ideas
control 97 ideas Control (N=18) 5.39 2.57 97 ideas
text related 102 ideas Text related (N=19) 5.37 214 102 ideas
text distant 154 ideas Text distant (N=20) 7.70 5.99 154 ideas
text unrelated Text unrelated (N=19) 5.89 4.00 112 ideas
0 40 80 120 160
no. of ideas

Figure 1. Fluency of ideas

4.2, Flexibility

As aforementioned, flexibility was assessed in two ways. Firstly, we analysed how differently the
categories were explored by the groups, according to the categorization scheme explained on section 3
(table 1). Results showed significant differences in the use of four sub-categories: Single vehicle (type
of entity) (F(3, 72) = 5.35, p < .005); Aerial transportation mode (F(3, 72) = 8.70, p < .001); Wind-
powered (F(3, 72) = 5.76, p < .005); and mechanical-power (F(3, 72) = 6.04, p < .001).

Subsequent analysis revealed that, in the case of single vehicle categories, the ‘related’ condition
developed significantly more ideas portraying an apparatus (instead of developing an infrastructure or
system) than the ‘control’ (p < .01). In the same way, the ‘distant’ condition also had significantly
more single vehicle ideas than the ‘control’ (p < .05). Regarding the generation of aerial
transportation vehicles, the ‘distant’ condition (who received the passage about the cyclone in The
Wonderful Wizard of Oz) developed significantly more airborne vehicles than the ‘control’ (p < .01),
the ‘related” (p < .01) and the ‘unrelated’ groups (p < .05). The ‘distant’ condition generated
significantly more wind-powered vehicles than the ‘control’ (p < .05) and the ‘related’ conditions (p <
.01). Finally, there were significant differences in the development of mechanical-powered ideas, in
which the ‘distant’ group devised much more ideas within this category than the ‘control’ (p < .01)
and the ‘related’ ones (p < .01). Furthermore, a second analysis was performed to assess which were
the groups who performed better regarding the overall score of flexibility. The analysis revealed that
there was a marginally significant difference between the different groups (F(3, 72) = 2.28, p = .087).
Further analysis showed a medium-seized effect, npz = .087, which indicates that the ANOVA would
be significant providing a larger sample. An examination to the overall flexibility means indicated that
the ‘distant’ group performed better than any of the other conditions (X= 6.60), whilst the ‘related’
group received the lowest score in flexibility (x= 3.89) (Figure 2).
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Mean SD

Control Control 4.78 2.34
Related text Text related 3.89 223
Distant text Text distant 6.60 4.54
Unrelated text Textunrelated ~ 5.21 341

0 1 2 3 4 5 6 7

no. of flexible ideas

Figure 2. Flexibility overall

4.3. Originality

Regarding originality, results revealed a marginally significant difference for the between-groups
(F(3, 72) = 2.81, p = .098). Once again, despite the ANOVA itself only being marginally significant,
it is likely that it would have turned out significant given a slightly larger sample, as indicated by the
medium-sized effect, npz =.083 (Figure 3).

Mean SD Rank
control Control 15.32 3.73 4
text related Text related 14.06 4.30 3
text distant Text distant 12.10 3.15 1
text unrelated Textunrelated  13.76 4.41 2

0 6 12 18 24 30
originality of ideas
Figure 3. Originality scoring: on the figure on the left ‘1’ represents a very original idea and ‘30’ not
original at all.

The analysis of originality scores demonstrated that the ‘distant’ group (x= 12.10) had the best
performance in the generation of unusual ideas (a higher mean value refers to lower originality, whilst
a lower mean value indicates higher originality, Section 3). The high standard deviations and a
meticulous analysis of the sketches generated suggested that even the participants with better original
scores could not maintain a consistent level of originality across their entire process. In fact,
participants from the ‘distant’ group produced recurrent ideas as the other groups, but they were also
able to generate more unusual ideas.

5. Discussion

5.1. Fluency

Regarding the fluency of ideas, there was no statistical difference between the four conditions.
However, numerically speaking, the ‘distant’ group generated more ideas than the other groups. The
textual stimulus used in this condition (excerpt from the novel The Wonderful Wizard of Oz) may
have played a role in such a high production of ideas. In fact, and accordingly the high standard
deviation values, there was a large variation in terms of fluency. In all experimental conditions, whilst
some participants generated a large quantity of ideas, others produced scarcely any. This may suggest
that the given stimulus was not as inspiring for some as it was for others. As previously mentioned,
designers are widely-known as preferring visual material and hence some of these participants may
have not successfully recognized the text stimulus as a viable inspiration source.
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As prior research has supported, high ideation fluency is related to the development of successful
ideas, whose probability will be higher when many ideas have been created. Independently of how
feasible the concept is, the generation of many solutions may provide the exploration of other
approaches and promote more creative results. According to our results, the textual stimulus with a
distant reference to the problem may have enhanced the fluency of the participants’ ideas, when
compared to exposure to a related or an unrelated stimulus, or no stimulus. Furthermore, as shown in
Figure 1, it seems that there is an optimal stage regarding the use of less abstract and more abstract
stimuli and the fluency performance. As we move from the very concrete/related example to a more
abstract/distant one, fluency improves. However, when the abstraction of the stimulus reaches a level
of (un)relation that is beyond a between-domain example (in reference to the problem at hand)
fluency seems to decrease.

5.2. Flexibility

Only marginal significances were observed in regard to flexibility between the groups. Participants
who received the ‘related’ stimulus produced significantly more ideas that entailed a single vehicle
when compared to the ‘control’ group. The example of a single apparatus may have prompted the
‘related’ group to generate more ideas exploring this sub-category. On the other hand, the ‘distant’
condition also produced more single vehicle ideas than the ‘control’ group, although they did not
receive a description of a public transport, but an excerpt about a cyclone. As a result, the ‘distant’
condition created a significantly higher number of ideas in the categories of aerial transportation and
the use of wind-power, when compared with practically every other condition. Such high frequency
on these categories can potentially be explained by the recency-effect, which is a principle that
assumes that the last perceived elements/words of a text will be easier to recall or considered more
important. Thus, the verb carry in the end of the ‘distant’ excerpt - “(...) and there it remained and
was carried miles away as easily as you could carry a feather (...)” may have prompted the
participants to apply the cyclone as a mean of transportation and to explore airborne or wind-related
solutions. The mechanical-powered transportation was significantly more explored by the ‘distant’
condition than by the ‘control’ and ‘related’ groups (who did not create any idea devising that sub-
category). This result is even more intriguing as this sub-category includes almost exclusively ideas
related with catapults, where the transportation is made by ‘throwing’ people from one location to
another. Although this sub-category is not directly related with aerial transportation per se, a relation
with airborne solutions can be made and it is interesting that the narrative describing a cyclone
enabled the exploration of so many diverse solutions.

Subsequently, regarding the general comparison of idea flexibility between the four groups (and
taking into account the only marginally significant results), the ‘distant’ condition tended to be more
flexible than the other groups. The ‘distant’ group seem to have developed more ideas that fell in
different sets of categories, especially when compared to the ‘related’ condition, who had the lowest
levels of flexibility. Once again, a pattern seems to emerge from figure 2: on the one end of the
spectrum, the ‘related’ stimulus may have fixated the participants from that group to repeat certain
within-domain types of ideas, impeding further exploration; on the other end, the ‘unrelated’ stimulus
may have been too vague or irrelevant for the participants, not yielding enough links to establish
possible associations between stimulus and problem. At the midpoint, the ‘distant’ stimulus seemed to
have encouraged enough abstraction from the more obvious solutions, yet enabling sufficient cues to
relate with the problem at hand.

ICDC2012 195



5.3. Originality

In regards to originality, the ‘distant’ group seemed to have devised a higher number of unusual ideas
when compared to the other conditions. This suggests that the exposure to the distant text excerpt
resulted in higher originality. Our results are in agreement with Goldschmidt and Sever’ findings
(2010), which demonstrates the usefulness of text as a possible source of inspiration. Nevertheless, it
is important to note that in this study, an original idea was considered to be a singular and atypical
response, disregarding its feasibility or usefulness. A detailed observation of the devised sketches
revealed that a number of the original ideas were, occasionally, also possibly inappropriate (although
this was not thoroughly assessed). Therefore, analysing originality is not enough to assess how
creative and valuable an idea is and further research on this should follow. Nevertheless, originality is
an important factor in creativity and, once again, a pattern is visible from these results (Figure 3),
although reversed (due the inversion scoring in originality, as explained in section 3). These results
seem to indicate that between very concrete and very abstract stimuli lies an ‘optimal’ range of
abstraction that makes a stimulus an appropriate trigger for the generation of original ideas.

6. Conclusions

Indubitably, visual representations are essential within the design realm. Its role is of high importance
in order to communicate with others and to create rapid understandings (Malaga, 2000). Visual
representations are the one preferred ‘language’ of designers, architects and artists. Nevertheless,
research has demonstrated the dual-effect visual stimuli can provoke, both positive and negative (Cali,
Do and Zimring, 2010). Hence, it is reasonable to reflect on the role that other possible sources of
inspiration may play during idea generation and why designers overlook such potential stimuli.
According to our results, and leastwise within the setup described here, written stimuli have the
potential to enhance creativity in terms of fluency, flexibility and originality of ideas. It is, therefore,
important to reflect on the role of diverse inspirational stimuli, and encourage novice designers to
appropriately choose and use the myriad of possible stimuli available.

Concerning the role of abstraction in stimuli, we argue that inspiration can be provided both by
domain-specific and domain-general stimuli. As Plucker and Beghetto (2004) explained, creativity is
potentially both context-dependent and independent, with its combination being the most appropriate
for the development of creative ideas. Designers, intuitively or by education, tend to firstly look for
inspiration in the most immediate domain of the problem and only further on, expand their inspiration
search to other areas. Searching for similar solutions to a design brief offers an overview of what has
been done and what remains unexplored, and may be the first step to originate diverse ideas.
However, a broader perspective of the problem and an appropriate choice of information brought from
another domain can support creativity. Naturally, a too strong focus on domain specific knowledge
can bring designers to a design fixation behaviour. Conversely, a too abstract and domain general
information can impede designers from fully answering the problem (Plucker and Beghetto, 2004).
Thus, there is an optimal situation, with a balance between domain specific and general, or between
too related and abstract stimuli, as demonstrated in this experiment. The ‘distant’ group, who received
a stimulus that combined concreteness and abstraction, tended to perform better in terms of ideation
fluency, flexibility and originality, in relation to the other groups.

Hence, and congruent with previous research, this study suggests that as the content of the textual
stimulus becomes more abstract, more diverse and potentially more creative ideas can be produced.
However, as we increased the abstraction level, such type of stimulus can also become too unrelated
to enable the participants to establish any link between stimulus and problem presented.
Consequently, an unrelated example, with no links to the problem at hand, might not be inspirational.
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Further research will continue to investigate the role of inspiration sources in design ideation, with the
ultimate aim of supporting the appropriate selection and use of available inspirational stimuli material.
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Abstract: This paper aims to increase our understanding of concept generation through
interpersonal interactions in a design team. Prior research has either looked into the inter-
relations between concepts generated, or into identifying specific interpersonal response
behaviors. There is a lack of explanation of how design concepts are generated moment-to-
moment from the interpersonal interactions between designers. This paper presents the
development of a visual notation called the Interaction Dynamics Notation for representing
moment-to-moment concept generation through interpersonal interactions. This notation was
developed through a video-observation study conducted with two teams each consisting of
three engineering design graduate students engaged in a concept generation activity.
Collective improvisation was used to bridge concept generation and interpersonal behaviors
into a single point of view for developing the notation. The patterns of interaction revealed by
the visual notation are described and the value of the notation as a representation system is
discussed.

Keywords: visual representation, interpersonal interaction, concept generation

1. Introduction

Engineering design and development in practice is often conducted in teams. Researchers have noted
this move towards team designing (Kleinsmann & Valkenburg, 2005; Valkenburg, 2000) as a way of
dealing with the increasing complexity of products, and the demand for shorter product development
cycles to stay competitive in the market. What do engineering design teams actually do over the
period of the product development cycle to create new products? If we video record their work space
over the duration of design activity and replay it, we would see team members moving around,
interacting with each other and with a number of different objects and tools. Through these
interactions, information and ideas circulate among the people on the team, concepts are generated,
prototypes are created and tested, and products are specified. This paper presents a visual
representation for analyzing how design concepts are generated moment-to-moment through
interpersonal interactions in a team. We focus on concept generation because it is these concepts that
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hold the promise of what could potentially become innovative products. Developing innovative
products through engineering design is key to a company’s success because companies need to
compete successfully in the changing marketplace.

2. Prior research

Most researchers aiming to study what engineering design teams actually do when they are generating
concepts, have focused on the concepts themselves and their evolution through the engineering design
process. For example, Cross (1997) described combination, mutation, analogy and first principles as
mechanisms for evolution of concepts. Goldschmidt and Tatsa (2005) used linkography to analyze the
linkages between concepts generated in a design studio and found that concepts with greater linkages
have a greater influence on the final product. Van der Lugt (2003) found that concepts with greater
number of associations to other concepts and which are formed by direct contribution of more
participants are regarded as more creative. But again, what are the designers’ behaviors that influence
such concept generation patterns? A few researchers have looked into this topic. Hargadon and
Bechky (2006) identified help seeking, help giving, reinforcing and reflective reframing behaviors in
professional firms that influence the collective creation of concepts. Lempiala (2010) identified
treating radical ideas as jokes, silencing ideas, demanding proof, and focusing on detail as obstructive
practices in professional concept generation teams. Bergner (2006) identified framing, limit-setting
and limit-handling as behaviors influencing concept generation performance in teams. These two
strands of research - one focusing on concept generation patterns and the other focusing on designers’
interpersonal behaviors in a team - have not been brought together. Our understanding of how design
concepts emerge through the moment-to-moment interpersonal interactions of designers in a team
remains incomplete. This paper presents a method to analyze both the development of concepts and
the interpersonal interactions of designers together as they occur over the course of time in concept
generation sessions.

3. Need for a visual representation

How does one capture and analyze moment-to-moment concept generation interactions? Research
using a moment-to-moment analysis of how one moment leads into another with respect to idea
generation activity, though less common than other approaches, does exist. For example, Matthews
(2009) used conversation analysis to study how brainstorming rules affected the social order in
concept generation teams. Conversation analysis (CA) is suitable as a method for a moment-to-
moment analysis of changing social order in brainstorming groups because CA analyzes how
conversation is organized in terms of one talk-in-turn leading to the next and so on (Schegloff, 2007).
While CA provides an established way to analyze moment-to-moment progression of talk in design
interaction, it suffers from the disadvantage of being text-based when it comes to capturing and
representing concept generation in engineering design teams. Engineering analysts frequently use
visual representations such as free body diagrams in mechanics, flow diagrams in fluid dynamics, and
control volume diagrams in thermodynamics to analyze complex real world problems. Visualization,
defined as a representation of information in a visual-spatial medium (Hegarty, 2004) confers many
benefits over verba